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Section 0.0

TaE CVMix PARAMETERIZATIONS PROJECT

ComMuUNITY OcEAN VERTICAL MIXING (CVMIx) PARAMETERIZATIONS is a software package that aims to
provide transparent, robust, flexible, well documented, shared Fortran source code for use in parameteriz-
ing vertical mixing processes in numerical ocean models. The project is focused on first-order turbulence
closure schemes that return a vertical diffusivity, viscosity, and possibly a non-local transport, each de-
pendent on the tracer or velocity being mixed. CVMix modules are written as kernals allowing for ready
incorporation into a variety of Fortran ocean model codes. They use MKS units and expect the same for
input and output. When mature, CVMix code will be freely distributed under GPLv2 using an open source
methodology.

Code development occurs within a community of interested scientists and engineers. The project will
eventually welcome contributions from those willing to maintain and support code that meets CVMix
standards, and with the code freely distributed to the open source community within the CVMix code
package.

As of August 2012, the CVMix project remains in an early stage, with most of this algorithms listed
in this document yet to be coded. Hence, this document largely summarizes the many aspirations of its
authors. Documentation will evolve as the code matures and our understanding of the physical parameter-
izations evolves.

This document is freely distributed and should be referenced as the following.
CommUNITY OCEAN VERTICAL MIXING (CVMix) PARAMETERIZATIONS

Many authors...

71 + vii pages

Information about how to download the source code can be found at...

This document was prepared using IXTEX as described by Lamport (1994) and Goosens et al. (1994).
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Chapter

CVMix PARAMETERIZATIONS

Contents
1.1 Vertical mixing parameterizations in CVMix . .. ... ... ..t 1
1.2 The general form of CVMix parameterizations . . ... ... ... ..., 2
1.3 Ordering the calculations of CVMix parameterizations . .. ............... 3

The purpose of this chapter is to provide an overview to the various parameterized vertical mixing
schemes available with the Community Ocean Vertical Mixing (CVMix) Parameterizations Project. We give
particular attention to scheme dependencies.

1.1 Vertical mixing parameterizations in CVMix

CVMix was initiated around the common need of various ocean modeling groups to code, test, tune, and
document parameterizations of oceanic vertical mixing for numerical ocean simulations. The initial fo-
cus of the project concerns first-order turbulence closures for turbulent vertical mixing processes. Those
interested in higher order turbulence closure schemes for ocean modeling may find the General Ocean
Turbulence Model (GOTM) from Umlauf et al. (2005) to be suitable.

The CVMix project developers are targetting the following parameterizations as part of the software.

* STATIC BACKGROUND MIXING: Certain turbulent processes, in particular the ambient background grav-
ity wave “noise”, constitute a background level of mixing that is largely steady in time from the
pespective of large-scaling ocean modeling. Though roughly time independent, these processes gen-
erally have a nontrivial space dependence. CVMix provides options for various of these time inde-
pendent schemes, such as the classical vertical profile from Bryan and Lewis (1979); the equatorially
reduced profile from Henyey et al. (1986) and measured by Gregg et al. (2003); and other approaches
such as those from Jochum (2009). Chapter 3 describes such schemes.

* SHEAR INDUCED MIXING: There are various methods available for shear mixing, including those from
Pacanowski and Philander (1981), targetted largely for tropical circulation; Large and Gent (1999),
which builds on the Pacanowski and Philander (1981) scheme; and Jackson et al. (2008), which con-
siders a non-local method to determine shear mixing throughout the world ocean. These methods are
detailed in Chapter 4.

* DousLE DIFFUSIVE PROCESSES: Double diffusive processes arise from the distinct mixing properties of
temperature and salinity. Chapter 6 details the parameterization implemented in CVMix.

* TipALLY INDUCED MIXING: There are various schemes available for parameterizing mixing induced by
ocean tides, such as those from Simmons et al. (2004), Lee et al. (2006), Legg et al. (2006), and Melet
et al. (2012), with details provided in Chapter 5.

1



CHAPTER 1. CVMix PARAMETERIZATIONS Section 1.3

* KPP sURFACE BOUNDARY LAYER: The K-profile parameterization (KPP) scheme from Large et al. (1994)
provides for a diffusivity as well as a non-local transport, each within the surface planetary boundary
layer. Details are provided in Chapter 7.

* VERTICAL CONVECTIVE MIXING: Vertical profiles can become gravitationally unstable, such as when the
ocean is forced with a negative buoyancy flux. Older approaches such as Cox (1984) and Rahm-
storf (1993) considered a convective adjustment algorithm, in which vertical pairs of grid cells were
adjusted towards a profile of static stability. In effect, the vertical diffusivity is infinite when using
adjustment schemes. CVMix does not provide options for convective adjustment. Instead, CVMix
allows for the specification of a diffusivity that is large in regions of gravitational instability, thus
enabling vertical convective mixing rather than adjustment. Notably, when using the KPP surface
boundary layer scheme, convective mixing is not computed inside the KPP boundary layer. Instead, it
is only computed beneath the boundary layer, and it is done so after the KPP boundary layer matching
has occurred (see Section 1.3).

* SPECIFIED MINIMUM DISSIPATION: One may choose to specify a floor to the dissipation, and thus deter-
mine the minimum diffusivity that satisfies that floor. This approach is discussed in Chapter 9.

1.2 The general form of CVMix parameterizations

All schemes considered in CVMix can be formulated in terms of a diffusivity and a non-local transport.
That is, the vertical turbulent flux of a scalar or velocity component is written in the form

dA
W'/\’Z—K/\(z—y/\), (11)

where w’ is the turbulent or fluctuating portion of the vertical velocity component
w=w'+w, (1.2)

A’ is a turbulent scalar or velocity component, and the overline denotes an Eulerian ensemble or time
average that separates the mean flow from the turbulent flow.! The first term on the right hand side
of equation (1.1) provides for the familiar downgradient vertical diffusion determined by a non-negative
vertical diffusivity, K, > 0, and the local vertical derivative of the model’s resolved mean field, dA/dz. This
term is referred to as the local portion of the vertical mixing parameterization
A

=-K,[Z=).

(%)
Note that the term “local” is used for this portion of the parameterized flux (1.1) since it is determined by
the local derivative of the mean field, A\. However, the diffusivity can generally be determined as a non-
local function of boundary layer properties, with such being the case for the KPP scheme (Chapter 7). The

second term in equation (1.1), y,, accounts for non-local transport that is not directly associated with local
vertical gradients of A, in which we have

,local

w N (1.3)

T Ky . (1.4
KPP is the only scheme available with CVMix that prescribes a nonzero value for y,. Other schemes return
zero for this term.

Every scheme available in CVMix returns a value, possibly the null value, for the diffusivity, K,, and the
non-local transport, y,. It does so based on a standard suite of inputs taken from the calling model, such
as the surface buoyancy and momentum fluxes, the vertical stratification, and the vertical shear. Besides
the diffusivity and non-local transport, various diagnostic fields are available to help those interested in
studying or modifying elements of the parameterizations.

CVMix does not determine time stepping for the model prognostic fields. Instead, time stepping is the
responsibility of the calling model code.

1In Chapter 7, we follow the notation of Large et al. (1994) by writing the mean quantities with an uppercase, W and A, and
turbulent fluctuations with a lowercase, w and A. For the present chapter, we follow the more standard notation of equation (1.2).
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CHAPTER 1. CVMix PARAMETERIZATIONS Section 1.3

1.3 Ordering the calculations of CVMix parameterizations

Certain of the CVMix schemes are independent, with their resulting diffusivities and viscosities merely
added to the total mixing coefficients. Other schemes, however, must be called in a certain order given the
underlying assumptions built into the scheme. The main issue concerns the KPP scheme, and there are two
points to consider.

* KPP AFTER INTERIOR NON-CONVECTIVE MIXING: Since the KPP scheme matches diffusivities at the base
of the boundary layer to values computed beneath the boundary layer (Section 7.5.3), KPP must
be called subsequent to those schemes determining non-convective mixing coefficients in the ocean
interior.

¢ KPP BEFORE INTERIOR CONVECTIVE MIXING: The matching of diffusivities at the base of the KPP bound-
ary layer intrinsically assumes there to be a transition from typically larger diffusivities in the bound-
ary layer to typically smaller diffusivities in the interior. However, this sort of transition cannot
always be ensured, since gravitationally unstable water can appear beneath the boundary layer in
which case the interior diffusivities can be quite large. Problems with the diffusivity matching occur
if insisting that KPP match its boundary layer diffusivity to a potentially large interior diffusivity
arising from convective mixing. To eliminate these problems, convective mixing must be called after
the KPP boundary layer scheme.

These considerations lead to the recommended flow diagram shown in Figure 1.1 for use of the CVMix
schemes.
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CHAPTER 1. CVMix PARAMETERIZATIONS Section 1.3

Frow piagraM rOR CVMix PARAMETERIZATION MODULES

ALGORITHMIC TASK code
INITIALIZATION ocean_vmix.F90 or vmix_driver.F90
STATIC BACKGROUND DIFFUSIVITIES vmix_background.F90

Y

RECEIVE OCEAN SURFACE FLUXES
AND PENETRATIVE RADIATION

2

INTERIOR NON-CONVECTIVE SCHEMES

Y

ocean_vmix.F90 or vmix_driver.F90

vmix_shear.F90, vmix_tide.F90
vmix_ddiffusion.F90

SURFACE BOUNDARY LAYER vmix_kpp.F90
CONVECTIVE MIXING vmix_convection.F90
MINIMUM DISSIPATION vmix_dissipation.F90

2

SEND DIFFUSIVITIES AND NON-LOCAL
TO THE CALLING OCEAN MODEL

2

ocean_vmix.F90 or vmix_driver.F90

Figure 1.1: This flow diagram depicts the general algorithmic steps required to utilize the CVMix param-
eterization modules. The initialization step occurs either in vmix_driver.F90, if running CVMix code as a
stand-alone one-dimensional model, or via ocean_vmix.F90 if running CVMix modules as part of an ocean
model such as MOM, POP, or MPAS-ocean. This initialization serves to set up arrays and derived type
structures, all as a function of the input that it receives from the calling ocean model code. The next
step during initialization is to call the module vmix_background.F90 to fill chosen static background dif-
fusivities. Upon entering the time dependent portion of the ocean model integration, vmix_driver.F90
receives the surface fluxes and penetrative radiative fluxes for the case when running CVMix as stand-
alone modules, or such fluxes are passed to CVMix modules from ocean_vmix.F90 when running CVMix
within ocean models such as MOM, POP, or MPAS-ocean. Calls are made to chosen interior non-convective
mixing schemes, such as shear mixing, tide mixing, and double diffusion. Thereafter, the surface bound-
ary layer scheme is called, with KPP the scheme most often used by CVMix modelers. The boundary layer
calculation is key to the whole process, as it must come after the interior non-convective portion, and
before the convective portion. After the boundary layer, then convective mixing is called, with regions of
gravitationally unstable water given a large diffusivity. Notably, if KPP is used for the surface boundary
layer, convective mixing is performed only beneath the KPP boundary layer. If choosing to set a floor to the
dissipation, then vmix_dissipation.F90 is used to boost the diffusivity in regions where the dissipation is
below the specified level. The final step is to have vmix_driver.F90 return the diffusivity K}, viscosity, and
non-local transport y,, arrays to the calling ocean model code. A new time step starts by reinitializing the
diffusivities to their static background values.
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ELEMENTS OF VERTICAL MIXING SCHEMES

Contents
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2.3.3 Considerations for unstructured grids used by MPAS-ocean . . . . . ... ... .... 14

This chapter presents certain of the elements required for computing various CVMix parameterization
schemes. Details specific to particular schemes are provided in the relevant chapters.

2.1 Discrete vertical grid

As part of the numerical discretizations used by CVMix modules, we have need to describe how discrete
fields are placed on a vertical grid, and how finite difference operations are performed. A vertical column
generally has time dependent positions of the discrete fields, distances between the positions, and thick-
nesses of the cells over which the discrete fields are defined. Generality is necessary for models where grid
cell thicknesses are functions of time, and CVMix allows for such freedom.

Figure 2.1 provides a schematic of the conventions for a tracer column used by CVMix modules. The
conventions are motivated by those used in MOM and POP, yet some details may differ slightly. A summary
of the choices made in developing this figure are as follows.

¢ VERTICAL COORDINATE: The vertical coordinate z increases upward and extends from the ocean bottom
at z=—H(x, ) to the sea surface at z = 7(x, v, t).

* TRACER CELL ARRAYS: Tracer cell arrays are labelled with the discrete index kt, and have dimensions
nlevs. The index kt increases downward starting from kt =1 for the top model grid cell. The num-
ber of levels, nlevs, is a function of the column, with only wet points included in CVMix column.
Examples of tracer cell arrays include temperature, salinity, density, thermal expansion coefficient,
and haline contraction coefficient.
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* W-CELL OR INTERFACE ARRAYS: W-cell or interface arrays are labelled with the discrete index kw, and
have dimensions nlevs+1. The index kw increases downward starting from kw =1 at the top ocean
interface. The notation “w-cell” originates from the continuity equation, in which the vertical velocity
component, w, transfers mass across the vertical interfaces of tracer cells.

Examples of w-cell or interface arrays are diffusivity, viscosity, vertical tracer derivatives, buoyancy
frequency, and Richardson number. For most w-cell arrays, both the top interface at kw=1and bottom
interface at kw=nlevs+1 have zero values. Nonetheless, we choose to allocate these arrays for flexibil-
ity across models where conventions may differ, and for consistency with how arrays are allocated in
Fortran.

* TRACER CELL THICKNESS: The rectangular boxes in Figure 2.1 represent tracer cells whose thickness is
measured by the array element dzt (kt) with units of meter. This array has dimensions dzt(nlevs).
The array dzt is an input to CVMix, passed from the ocean model each time step.

* W-CELL THICKNESS OR TRACER POINT SEPARATION: The array dzw has dimensions dzw(nlevs+1). The
array element dzw(kw=1) measures distance (in meters) from the top of the top tracer cell to the tracer
point T(kt=1), and array element dzw(kw=nlevs+1) measures the distance from the bottom tracer
point T(kt=nlevs) to the bottom of the bottom tracer cell. Intermediate elements of dzw measure the
distance between tracer points, or equivalently the thickness of a w-cell. The array dzw is an input to
CVMix, passed from the ocean model each time step.

* DISTANCE FROM OCEAN SURFACE TO TRACER CELL POINT: The distance (in meters) from the tracer cell point
to the ocean surface is given by the array element zt (kt). This array has dimensions zt(nlevs). The
array zt is constructed inside CVMix code based on the values of dzt and dzw.

* DISTANCE FROM OCEAN SURFACE TO INTERFACE: The distance from the tracer cell interface, or the w-point,
to the ocean surface is given by the array element zw(kw). This array has dimensions zw(nlevs+1).
The array zw is constructed inside CVMix code based on the values of dzt and dzw.

2.2 Gravitational stability

Stratification plays a key role in ocean physical proceses. We thus have need to measure stratification, and
the associated gravitational stability of a water column.

2.2.1 Infinitesimal displacements

Consider an infinitesimal displacement dx of a fluid parcel. Under a general displacement, the in situ
density is given to leading order by

p(x+dx) = p(x)+dp(x), (2.1)
where
1
dp:pdx-(—aV®+ﬁVS+ 5 Vp). (2.2)
P Coound
To reach this expression, we introduced the thermal expansion coefficient
1{dp
- -2}, 2.
T (9@ ) (23
the haline contraction coefficient 5
1
=2, 2.4
and the squared sound speed
Ip
2
== 2.
o) s
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2=y,

A4

dzw (kw=1)
okt=1 dzt (kt=1)
Akw=2

T dzw (kw=2) v
z oKy [dztke=d) 2t (kt=3)
zw(kw=4)

Akw=3
v

dzw (kw=3)

kt,kw

okt=3 dzt (kt=3) zw(kw=nlevs+1)
Aku=4
A4

dzw (kw=4)

dzt (kt=4)

Okt=4

dzw (kw=5)
ckw:S

z=-H(x,y)

Figure 2.1: Schematic of a discrete vertical column used in CVMix modules, with the surface at z = 7(x, y, t)
and bottom at z = —H(x,y). The vertical coordinate z increases upward, whereas the discrete vertical
indices kt and kw increase downward. CVMix code assumes distances and thicknesses are in units of
meters. The rectangular boxes represent tracer cells in the ocean model. The array element dzt(kt)
measures the thickness of a tracer cell. This array has dimensions dzt(nlevs), where nlevs is the number
of wet cells in a particular column. For this particular example, nlevs = 4. The array dzw has dimensions
dzw(nlevs+1). The array element dzw(kw=1) measures the distance from the top of the top tracer cell
to the tracer point T(kt=1), and array element zw(kw=nlevs+1) measures the distance from the bottom
tracer point T(kt=nlevs) to the bottom of the bottom tracer cell. Intermediate elements of dzw measure
the distance between tracer points, or equivalently the thickness of w-cells. The distance from the ocean
surface to a tracer point is measured by the array element zt(kt), and the distance to the interface is
measured by zw(kw). The total thickness of a column is zw(nlevs+1), and it is generally time dependent,
as are all of the grid distances dzt and dzw. Arrays that are defined at the interface, such as buoyancy
frequency, Richarson number, diffusivity, viscosity, have vertical indices kw. Arrays defined at the tracer
cell point, such as temperature, salinity, and density, have vertical indices kt.

The ambient density, p(x + dx), at the new point thus differs from density at the original point p(x) by an
amount dp according to

1

2
p Csound

p(x+dx)—p(x) = pdx-(-a VO + BVS + vpl. (2.6)

2.2.2 Neutral directions

Now instead of a general displacement that allows for temperature, salinity, and pressure to change, con-
sider instead a displacment restricted to adiabatic and isohaline conditions (i.e., no heat or salt exchanged
during the parcel displacement). Such fictitious displacements are physically interesting since they occur
in the absence of energy needed for mixing. The density change associated with an adiabatic and isohaline

CVMix DOCUMENTATION August 3, 2012 Page 7
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displacement is determined just by pressure changes arising from the displacement, so that

1
p(x + dx)adiaba(ic/isohaline - p(x) = p dX : ( 2 vp) M (2'7)

sound

Operationally, to compute (X + dX),gupaic/isonaines W€ mMay choose to evaluate the right hand side of equation
(2.7), or to evaluate the equation of state at the temperature and salinity of the original point, x, but with
pressure at the displaced point, x + dx

p(x + dx)adiabatie/isahaline = p[Q(X)’ S(X)’ p(x + dx)]' (2'8)

The difference in density between a parcel undergoing an adiabatic and isohaline displacement, p(x +
dX),giabatic/isonaine» a01d the density of the ambient environment, p(x + dx), is thus given by

= p[O®(x + dx), S(x + dx), p(x + dx)] — p[O(x), S (x), p(x + dx)]
=pdx:(—aVO + B VS).

p(x +dx)—p(x+dx)

adiabatic/isohaline

(2.9)

If a parcel makes an adiabatic and isohaline excursion and finds itself in a region where the ambient den-
sity is unchanged, then there are no buoyancy forces to resist that displacement. Directions defined by
such displacements are termed neutral directions (McDougall, 1987). By definition, neutral directions are
orthogonal to the local dia-neutral unit vector

-aVO + BVS
5 |, 2.10
(|—0(V@+/5VS|) ( )
so that
P(X +dx) - P(X + dX),giabaticrisonatine = (de : 7;) [-aVO + ﬂVSl (2.11)

2.2.3 Buoyancy frequency and vertical stability
When measuring the gravitational stability of a fluid column, we are concerned with vertical displacements

and the resistence from buoyancy stratification to such motions. In this case we have

p(z + dZ) - P(Z + dz)adiabatic/isohaline = 9[6(2 + dZ), S(Z + dZ), P(Z + dZ)] - p[®(z)r S(Z):P(z + dz)]

00 ds
=pdz [_“(E)J’ﬁ(%)] (2.12)

= _(p_dZ)Nzl
8

where the final equality introduced the squared buoyancy frequency

00 dS
2 _ —— _g=
N _g((x 5z p 52)' (2.13)

To expose the physics of this result, consider two cases of vertically downward parcel displacements, dz < 0.

* GRAVITATIONALLY STABLE: N2 > 0: In this case, a vertically downward displacement occurring without
heat or salt exchange will produce a parcel density that is less than the ambient density: p(z +dz) -
P(2 + d2),gupasicsisonane > 0. This particular adiabatic and isohaline displacement is resisted by buoyancy
forces. The vertical density profile is thus gravitationally stable.

* GRAVITATIONALLY UNSTABLE: N2 < 0: Now the downward adiabatic and isohaline displacement leads
to a greater density than the ambient environment: p(z + dz) — p(z + d2),gupaic/isonaine < 0- This particular
adiabatic and isohaline displacement is encouraged by buoyancy forces to deepen even further. The
vertical density profile is thus gravitationally unstable.

CVMix DOCUMENTATION August 3, 2012 Page 8



CHAPTER 2. ELEMENTS OF VERTICAL MIXING SCHEMES Section 2.2

2.2.4 Discrete calculation of the squared buoyancy frequency

CVMix modules do not compute the buoyancy frequency. Rather, the calling model does and then passes
N2 to CVMix. Nonetheless, CVMix modules must assume a placement for the buoyancy frequency, with
the following choice made:

CVMix modules assume the squared buoyancy frequency, N?, lives at the vertical interface of
tracer cells, following the convention given by Figure 2.1.

In this section, we discuss two discrete methods for evaluating N2 based on equation (7.122). The methods
are identical in the continuum but differ at the level of numerical truncation on the discrete grid. They also
differ in their computational expense.

2.2.4.1 Delta-density method

The first method for computing the squared buoyancy frequency is given by (equation (2.12))

Nz(z+dz/2):—§ p[@(z+dz),5(z+dz),p(z+ddz)]—p[@(z),S(z),p(z+dz)] ’
P z

(2.14)

which we refer to as the delta-density method. Again in words, this calculation is based on computing the
in situ density at a displaced depth, z + dz, and subtracting the density computed at the same depth but
with the temperature and salinity of the reference depth, z. The vertical position of the discrete N2 is at
the interface separating the cells with centers at z and z+ dz, hence the argument z + dz/2.

CVMix expects the squared buoyancy frequency to be provided at the interface depth labelled with kw,
based on density properties at tracer cells kt and kt+1 (see Figure 2.1). There are two ways to compute N2
using the delta-density method, depending on which of the two depths is taken as the reference. We may
consider the shallower of two depths to be the reference, and displace downward to the deeper cell, or the
complement choice may be used. We thus propose that a sensible treatment is to compute both and average
to render an approximation to N2.

To help ground the following with a specific example, consider the vertically adjacent tracer cells kt=2
and kt+1=3 in Figure 2.1, in which we need an estimate for the squared buoyancy frequency at the interface
labelled by kw=3. Consider first a displacement in which dz > 0 in equation (2.14). For this displacement,
the discrete reference position zt is at the deeper cell zt (kt=3, and the displacement is upward to the
shallower depth

zt(kt =2)=zt(kt = 3) + dzw(kw = 3). (2.15)

This displacement leads to the discrete buoyancy frequency

N2(kw) = - 2¢ plO(kt+1),S(kt+1),p(kt+1)]—p[O(kt),S(kt), p(kt+ 1)] (2.16)
> ~ \p(kt)+p(kt+1) dzw(kw) ’ '
where we chose the average
ot — plkt) +p(kt + 1) (2.17)

2

to approximate the interface density at kw = kt+1. This calculation requires one non-standard evaluation
of the equation of state, p[©(kt), S(kt), p(kt + 1)], where the arguments are not co-located.

Consider now dz = —dzw(kw) < 0. For this displacement, the discrete reference position z is at the
shallower cell with zt(kt=2), and the displacement is downward to the deeper level

zt(kt =3)=zt(kt =2) —dzw(kw = 3). (2.18)
The resulting estimate of the squared buoyancy frequency is

)= 2¢ )(p[@(kt),S(kt),p(kt)]—p[@(kt+1),S(kt+1),p(kt)]

2
Nelkw) = | 0T pke e 1) a7 (kw)

(2.19)
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Note the absence of a minus sign in front arises since dz = —dzw < 0. We note that the method requires one
non-standard evaluation of the equation of state, p[@(kt + 1), S(kt + 1), p(kt)], where the arguments are not
co-located.

The discrete N2 is approximated at an interface kw through averaging the two previous results

N2 (kw) + N2 (kw)

2

g plO(kt+1),S(kt+1),p(kt+1)]—p[O(kt), S(kt), p(kt + 1)]
(p(kt)+p(kt+ 1))( dzw(kw) )
+( g )(p[®(kt+1),S(kt+1),p(kt)]—p[®(kt),5(kt),p(kt)])
p(kt)+p(kt+1) dzw(kw) :

N2 (kw) =

(2.20)

As a check, consider density that is independent of pressure, in which equation (2.20) reduces to

3 29 plO(kt),S(kt)] —p[O(kt+1),S(kt + 1)]
Nz(kw)__(p(kt)+p(kt+1))( dzw(kw) )

(2.21)

2.2.4.2 Tracer derivative method

The second method for computing the squared buoyancy frequency is given by a discretization of

(2.22)

Nz_g(aa@ as)

72 Pa;

The vertical derivatives of temperature and salinity are naturally placed on the vertical cell interfaces.
However, the thermal expansion and haline contraction coefficients, o and f, both are naturally defined
at the tracer cell centers, along with the in situ density. We thus recommend a vertical averaging of these
expansion coefficients, so that a discretized approximation at the kw vertical interface is given by

(@)Z(@(kt)—(a(ku1))+@Z(w)} (2.23)
a9 ' '

2 _ 2g
N (kw) = (p(kt)+p(kt+1)) 00 dzw(kw) dzw(kw)

where
7 alkt)+a(kt+1)

2

is an unweighted vertical average. It is notable that this calculation requires no extra non-standard eval-
uations of the equation of state, so long as the density derivatives dp/d® and dp/dS are computed. Since
these derivatives are needed for other processes, such as neutral physics, it can readily be assumed they are
available in the calling model.

(2.24)

2.3 Flux or gradient Richardson number

The flux or gradient Richardson number measures the ratio of the stabilizing effects from buoyancy strati-
fication to the destabilizing effects from vertical shear

. N?
Ri= = (2.25)
In this equation, N2 is the squared buoyancy frequency (equation (2.13), whose discrete calculation was
detailed in Section 2.2.4. The denominator contains the squared vertical shear of the horizontal velocity,
|0, ul>. When the Richardson number is small, say below 1/4, the flow tends toward a turbulent state via
production of Kelvin-Helmholz instabilities. Consequently, many vertical mixing schemes make use of
the Richardson number, such as the shear mixing schemes presented in Chapter 4. Additionally, the KPP
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T(i’j lk)

Figure 2.2: Illustration of how fields are placed on the horizontal B-grid using a northeast convention. Ve-
locity points U(i, j,k) are placed to the northeast of tracer points T(i,j,k). Both horizontal velocity
components u; ;; and v; j; are placed at the velocity point U(i, j,k). Both the tracer point and velocity
point have a corresponding grid cell region, denoted by the solid and dashed squares.

boundary layer scheme (Chapter 7) makes use of a bulk Richardson number used to define properties of
the surface planetary boundary layer (Section 7.5.5).

As for the squared buoyancy frequency N2, the CVMix modules do not compute a Richardson num-
ber, since the details of this calculation are very much dependent on choices made in the ocean model.
Rather, the Richardson number is an input to CVMix modules. CVMix modules assume a placement for
the Richardson number, with the following choice made:

CVMix modules assume the flux Richardson number, Ri, lives at the vertical interface of tracer
cells, following the convention given by Figure 2.1. This positioning follows that of the squared
buoyancy frequency discussed in Section 2.2.4.

Staggering of tracer and velocity fields on a discrete grid leads to ambiguity for how to compute a dis-
crete Richardson number. The issue is the squared buoyancy frequency in the numerator naturally lives
at the vertical interface between tracer grids (Section 2.2.4), whereas the horizontal positioning for the de-
nominator depends on the chosen horizontal staggering of velocity. We detail here some possible methods
for the B-grid, C-grid, and unstructured grids used by MPAS-ocean, each of which involve averaging op-
erations performed to the shear. There are even further methods available if we choose a different discrete
placement of N2 beyond that discussed in Section 2.2.4.

2.3.1 Considerations for the B-grid

Figure 2.2 illustrates the horizontal arrangement of prognostic model fields used with the B-grid. The B-
grid places both horizontal prognostic velocity components at the same point, the corner of the tracer cell.
This placement is natural when computing the Coriolis Force. However, it is unnatural for computation of
advective tracer transport or the horizontal pressure gradient force acting on velocity. The need to perform
an averaging operation when computing the horizontal pressure gradient leads to the computational mode
associated with gravity waves on the B-grid (Mesinger (1973), Killworth et al. (1991), Pacanowski and
Griffies (1999), Griffies et al. (2001), and Section 12.9 of Griffies (2004)).

We present here some methods for computing the squared vertical shear of the horizontal velocity on
the B-grid, and thus methods for computing the Richardson number.

* T-GrID AVERAGE OF U-GrID vELOCITY: The first approach considered computes a horizontal average of
the velocity field to place it onto the T-grid, and then computes the vertical derivative and its square.
The 4-point horizontal average to compute a T-grid velocity is written

u = av. (2.26)
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Note that this, and all, four point averages do not include land points. We next compute the squared
vertical shear with the T-grid horizontal velocity for use in the Richardson number calculation

NZ

out 2
%]

Ri(Ba) -

(2.27)

* T-GRID AVERAGE OF U-GRID sHEAR: A slight modification of the Ri™ calculation takes the T-grid hori-

zontal average of the U-grid shear
—xy

Ju\ [(du
u) —(2n) 2.28
( dz ) ( dz ) (2.28)
and then computes the square so that
2
Riw = Y . (2.29)
a T
7
()

With uniform vertical grid spacing, the two Richardson number calculations are the same
Ri* = Ri™ uniform vertical grid spacing. (2.30)

* T-GRID AVERAGE OF SQUARED U-GRID sHEAR: The third method computes the squared shear on the
original U-grid, and then averages the squared shears onto the T-grid

2\ T TN
EIREEE(N

Ri(Bc) —

Ju 2

9z

a_u
0z

v

RE”

so that
N?.

(122F)

* T-GRID MAXIMUM OF SQUARED U-GRID sHEAR: The fourth method computes the squared shear on the
original U-grid, and then takes the maximum of the four U-grid shears for use in the Richardson

(2.32)

number ——5maximum X, — 5 maximum X,
oul?\'  |oul , |’ ’
dul”\ _ |du v 2.33
( 0z ) 0z S (2:33)
so that 5
Ri(Bd) — N (234)

(127)

Jz

This approach is used to enhance the depth of the boundary layer for the KPP scheme as implemented
in Danabasoglu et al. (2006).

2.3.2 Considerations for the C-grid

Figure 2.3 illustrates the horizontal arrangement of prognostic model fields used with the C-grid. The C-
grid places the zonal velocity component on the zonal tracer cell face, and meridional velocity component
on the meridional tracer cell face. This placement is suited for computation of advective tracer transport. It
is also suited for computing the stress tensor and the horizontal pressure gradient force acting on velocity
components. However, it is not natural for computation of the Coriolis Force. The need to perform an
averaging operation to compute the Coriolis Force leads to the presence of a computational null mode
associated with geostrophically balanced flow (Adcroft et al., 1999).

We present here some methods for computing the squared vertical shear of the horizontal velocity on
the C-grid, and thus methods for computing the Richardson number.
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) Ui o
j :K’k a(i,j,k
I
i . @ —>Uijk
T, 5,k

Figure 2.3: Illustration of how fields are placed on the horizontal C-grid. We illustrate here the convention
that the zonal velocity component u; j i sits at the east face of the tracer cell T(i,j), and the meridional
velocity component v;  x sits at the north face of the tracer cell T(i,j,k). This convention follows the
northeast convention also used for the B-grid.

* T-GRID AVERAGE OF U,V-GRID VELOCITY COMPONENTS: The first approach considered computes a hori-
zontal average of the u,v velocity components to place both onto the T-grid, and then computes the
vertical derivative and its square. The horizontal averaging requires a two-point average so that

(u',v") = (u",vY). (2.35)
As for the B-grid averaging considered in Section 2.3.1, all averages considered here do not include

land points. The squared vertical shear with the T-grid horizontal velocity is then used for the
Richardson number calculation

ou' > [aur\* (oY’
Jz :( Jz ) +(¥) (2.36)
+(Ca N2
Rﬁ’:éﬂr. (2.37)
0z

* T-GRID AVERAGE OF U,V-GRID SHEAR: A slight modification of the Ri(® calculation takes the T-grid
horizontal average of the u,v-grid shear
—
du v
au) (2v) | 2.38
( dz ) ( dz ) } (2.38)

%]

(o) _
Rﬁb_u%fz, (2.39)

With uniform vertical grid spacing, the two Richardson number calculations are the same

and then computes the square so that

Ri(®) = Ri(®) uniform vertical grid spacing. (2.40)

* T-GRID AVERAGE OF SQUARED U,V-GRID SHEAR: The third method computes the squared shear on the
original u,v-grid, and then averages the squared shears onto the T-grid

(7)o T

X
2 ov
Ri®) =

a_u
0z

Ju

= (2.41)

0z

so that

(2.42)
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* T-GRID MAXIMUM OF SQUARED U,V-GRID sHEAR: The fourth method computes the squared shear on the
original u,v-grid, and then takes the maximum of the two u-grid shears and two v-grid shears for use

in the Richardson number

o\ T —zmaximumx _2maximumy
oy’ _ 1o o e
0z dz dz
so that 5
N
Ri(“) = — (2.44)
(127
dz
2.3.3 Considerations for unstructured grids used by MPAS-ocean
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This chapter presents options in CVMix code for prescribing static background diffusivities and viscosi-
ties. The following CVMix Fortran module is directly connected to the material in this chapter:

vmix_background.F90

3.1 Options for static background mixing coefficients

Jochum (2009) describes the large sensitivities found in climate model simulations to the choice of back-
ground vertical diffusivities. There are various options in CVMix code for specifying a static background
diffusivity and viscosity. These mixing coefficients are generally a function of space but remain the same
value throughout the simulation, and so are independent of the flow state. These static values are primarily
determined for tracer diffusivity, with a Prandtl number (ratio of diffusivity to viscosity) used to determine
the background viscosity. A common choice for Prandtl number is 10, although for some background
diffusivities there is no corresponding background viscosity (i.e., zero Prandtl number).

3.2 The profile from Bryan-Lewis (1979)

A classic choice for background diffusivity is that proposed by Bryan and Lewis (1979), which has an
arctangent form with smaller values in the upper ocean and larger values beneath a pivot depth, typically
set to around 1500 m

=vdc1+vdc2 arctan[(|z| —dpth) linv]. (3.1)

KBryan—Lewis

This is the form appearing in POP, where the parameters are defined as follows.
* vdc1is the diffusivity (squared length per time) at |z| = dpth,
* vdc2 = amplitude of variation for the diffusivity (squared length per time)
* linv is an inverse length scale

* dpth is the vertical depth where the diffusivity equals vdc1.
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All lengths and diffusivities should be in MKS units. In many implementations, such as for GFDL-CM2.1,
there is no corresponding Bryan-Lewis viscosity, so the corresponding Bryan-Lewis Prandtl number is zero.
But more generally, the viscosity is computed according to a chosen Prandtl number.

In the MOM code, the form (3.1) is written in the somewhat more cumbersome manner for historical
reasons

Kpryantewis = CONVert(afkph+ (dfkph/m) arctan [sfkph(100|z| - zfkph)]), (3.2)
where afkph, dfkph, sfkph, and zfkph are tunable constants, and convert =1 x107* m?s~! converts from

the original CGS to MKS. The mapping between the MOM and POP forms (3.1) is given by the following

vdc1 = x,afkph

vdc2 =k, dfkph/7
linv=100sfkph
dpth =100zfkph.

We provide this mapping since Figure 3.1 was constructed using the original MOM-based form. Shown are
two examples of vertical diffusivity profiles used in the GFDL-CM2.1 simulations (see Griffies et al., 2005,
for discussion).

Background vertical tracer diffusivity in OM3

* low latitudes
© high latitudes

-10001

—-20001

Depth (m)

-30001

-40001

-50001

0 02 04 06 08 1 12 14
Diffusivity (1e-4 m%/sec)

Figure 3.1: Sample vertical profiles for background diffusivities (in units of m? s™!) given by the Bryan
and Lewis (1979) functional form, as used by the OM3 ocean component of the GFDL-CM2.1 climate
model (Griffies et al., 2005). The surface values in the tropics are 0.1 x 107*m?s~!, whereas they are
increased in the high latitudes to 0.3 x 107#*m?s~!. The Bryan-Lewis coefficients from equation (3.2)
are afkph=0.725, dfkph=1.15, sfkph=4.5 x 1079, zfkph=2500 in the high latitudes, and afkph=0.675,
dfkph=1.15, sfkph=4.5 x 107>, zfkph=2500 in the tropics.

The original implementation from Bryan and Lewis (1979) chose the background as a function only of
depth. However, the CM2.1 implementation shown in Figure 3.2 provides an exponential transition from
the lower latitude form to the higher latitude form, with the transition latitude taken as 35d¢8_ In this way,
the background diffusivity is a function of both latitude and depth. The resulting diffusivity is shown in
Figure

3.3 The profile from Henyey et al. (1986)
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1000

2000

3000

4000

5000

Bryan—L

Figure 3.2: Shown here is the latitude dependent Bryan-Lewis diffusivity (cm? s™!) based on values used
in GFDL-CM2.1 configuration discussed in Griffies et al. (2005). The diffusivity is composed of the two
profiles shown in Figure 3.1, with an exponential transition at 3598 from the lower values in the tropics to
the larger values in the high latitudes.
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The purpose of this chapter is to summarize the CVMix implementations of parameterizations arising
from shear induced mixing. The following CVMix Fortran module is directly connected to the material in
this chapter:

vmix_shear.F90

4.1 Mixing from shear instability

Shear instability mixing occurs when vertical shears in the horizontal velocity overcome the stabilizing ef-
fects from vertical buoyancy stratification. Shear instability is governed by the local or gradient Richardson
number (Section 2.3)

Ri= Ialj—ljlz’ (4.1)
where
szg(aaa—(;)—ﬁ%) (4.2)
is the buoyancy frequency, and
|azu|2:(%)2+(%—:)2 (4.3)

is the squared vertical shear of the horizontal velocity vector resolved by the model grid. When the Richard-
son number gets below a critical value, Ri,, shear instability turns on, which leads to enhanced mixing be-
tween water masses. The canonical value of Ri, is 1/4, which corresponds to the critical value for initiation
of a Kelvin-Helmholz instability.

4.2 Richardson number mixing from Pacanowski and Philander (1981)

Shear instability mixing is generally parameterized in terms of Ri. An early form for shear mixing param-
eterization was proposed by Pacanowski and Philander (1981), with focus on equatorial dynamics. They
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used a different viscosity, v,, ..., and diffusivity, « For gravitationally stable profiles (i.e., N2 > 0), they

pp shear*

chose
Vo
= 2 4.4
vppshear (1 + uRi)n ( )

poshear = (11 g Ry)nel’

where v, a and n are adjustable parameters. Common settings used in POP are 4 = 5 and n = 2. With
N2 <0, one should set the diffusivity and viscosity to a large value to reduce the gravitational instability
(see Chapter 8).

4.3 Richardson number mixing from Large et al. (1994)

For regions beneath the KPP boundary layer (see Figure 7.1), Large et al. (1994) and Large and Gent (1999)
parameterized shear induced mixing using the following diffusivities

Ko , Ri<0 gravitational instability regime
)2
Kipp shear = K0 [1 - (15—11) ] 0 <Ri<Riy shear instability regime (4.6)
0
0 Ri > Rig stable regime.

The form in the shear instability regime falls most rapidly near Ri = 0.4Rij, which aims to parameterize
the onset of shear instability. In this neighborhood, rapid changes in Ri can cause gravitational instabilities
to develop in the vertical, but these are largely controlled by vertically smoothing Ri profiles witha 1-2-1
smoother. Unlike Pacanowski and Philander (1981), Large et al. (1994) chose a unit Prandtl number for
shear induced mixing; i.e., the shear induced viscosity is the same as the shear induced diffusivity.

4.4 Richardson number mixing from Jackson et al. (2008)
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The purpose of this chapter is to summarize the CVMix implementation of the parameterized vertical
mixing associated with tidal dissipation in both the ocean interior and near the bottom. The following

CVMix Fortran module is directly connected to the material in this chapter:

vmix_tide.F90

5.1 Introduction to tidal induced mixing

Dianeutral mixing of tracer and momentum arises when energy dissipates at the small scales. There are

two sources of energy dissipation considered in this chapter.

* INTERNAL WAVES IN OCEAN INTERIOR: Breaking internal gravity waves are considered with the gravity
wave energy source arising from barotropic tidal energy scattered into internal tidal energy. This

process occurs when tides interact with rough bottom topography,
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* TIDAL WAVES INTERACTING WITH CONTINENTAL SHELVES: Frictional bottom drag is enhanced as tides
encounter continental shelves (whose depths are generally 500m or less). There is an associated
mixing of water masses due to this dissipation.

To resolve both of these dissipation processes explicitly in a numerical model requires grid resolution no
coarser than meters in the vertical (throughout the water column), and 1-10 kilometers in the horizontal.
This very fine resolution is not generally accessible to global climate models, in which case it is necessary
to consider a parameterization.

CVMix has implementations for the following tide mixing parameterizations.

* BAROCLINIC OR INTERNAL WAVE MIXING: Simmons et al. (2004) presented the first implementation in
an ocean climate model of an internal tide mixing parameterization. Jayne (2009) followed with an
updated implementation. A more recent study by Melet et al. (2012) implemented the ideas from
Polzin (2009) to remove the arbitrariness of the vertical deposition function used by Simmons et al.
(2004) and Jayne (2009). Any of these schemes aim to provide a physically based replacement for the
vertical tracer diffusivity of Bryan and Lewis (1979) (Chapter 3).

* BAROTROPIC TIDAL DRAG ON SHELVES: Lee et al. (2006) and presents a method to account for the mixing
associated with tidal dissipation occuring near and on continentual shelves.

* BOTTOM DRAG INDUCED MIXING: Legg et al. (2006) present a method to account for the mixing associated
with bottom drag dissipation.

Although CVMix provides an optional Prandtl number!, it is general practice to assume a unit Prandtl
number for each of the tide parameterization schemes.

5.2 Energetic elements of tide mixing parameterizations

We now consider some elements of how various of the energetic based tide mixing parameterizations are
formulated. Notably, the scheme from Lee et al. (2006) (Section 5.5) is not energetically based, and so
follows a different route to parameterization.

5.2.1 Bottom drag
Frictional bottom drag is typically parameterized as

D =Cpulu| (units of m? s72), (5.1)

bottom drag

where Cp, is a dimensionless drag coefficient with a value on the order of
Cp~2x1073. (5.2)
Energy dissipation associated with this bottom drag is given by
Eiomarng = Po W Dygiomarag = Po |u|3 (units of W m™2), (5.3)

where p, is a reference ocean density.

A component to the energy dissipation (5.3) is associated with barotropic tides as they encounter the
ocean bottom, particularly continental shelves and other shallow ocean regions. In an ocean model that
does not represent the astronomical tides, we may choose to enhance the model’s bottom velocity through
a root-mean-square tidal velocity, U,,,, so that the bottom drag takes the form

D :CDu(u2+U2 )1/2,

tide

(5.4)

bottom drag
where now the velocity u refers to the model’s resolved bottom velocity field. The modified energy dissipa-

tion from bottom drag thus takes the form

Ebollomdrag = pO CD u2 (uz + U2 (5.5)

1 The Prandlt number is the ratio of viscosity to diffusivity.

CVMix DOCUMENTATION August 3, 2012 Page 22



CHAPTER 5. MIXING FROM TIDAL DISSIPATION Section 5.2

5.2.2 Wave drag from breaking internal gravity waves

A drag associated with breaking internal gravity waves was written by Jayne and St.Laurent (2001) as

D =(1/2)N,, ko b2 u (units of m? s72), (5.6)

wave drag topo * “topo

where N, is the buoyancy frequency at the ocean bottom, and (.., h,,,,) are wavenumber (dimensions of
inverse length) and amplitude (dimensions of length) scales for the topography. The product «,,, hipn has
dimensions of length and defines a roughness length

Lrough = Ktopo ht%)po (5‘7)

to be specified according to statistics of the observed ocean bottom topography. The internal wave drag can
thus be written as
D =(1/2)N,

wave drag

Lyt (units of m? s72). (5.8)

ott

The energy dissipation associated with breaking internal gravity waves is given by

E =p,{(u-D

wave drag >

= (P0/2) Nyow Lo (u?) (units of Wm™2).

wave drag

(5.9)

In the Jayne and St.Laurent (2001) paper, they emphasize that «,,,,, which sets the roughness length through
Liugh = Kiopo hipn, is used as a tuning parameter, with the tide model tuned to give sea level values agreeing
with observations. Then, the energy dissipation can be diagnosed from the tide model.

As with the bottom drag (Section 5.2.1), the wave energy dissipation arises from energy removed from
the barotropic tides, yet here the is transferred into baroclinic tides. Some of the energy transferred into
the baroclinic tides dissipates locally due to local wave breaking, and this then leads to enhanced mixing
locally. The remaining baroclinic energy propogates away (i.e., it is non-local). The ratio of local to non-
local energy is not well known, and is the focus of research.

5.2.3 Relating dissipation to mixing via Osborn (1980)

Mixing occurs when mechanical energy is dissipated in the presence of stratification. The relation between
energy dissipation and mixing is not known from first principles, so we consider dimensional arguments to
establish a useful form. Since we are concerned with vertical mixing, we assume that diffusivity is inversely
proportional to the vertical stratification, with stratification strength measured by the buoyancy frequency

2__8 (2090 9pIs
NT= p(ae R (5.10)

Mechanical energy per mass has units of m? s72 = J kg™!, and the dissipation of this energy, written as €,
has units of m? s = W kg™

€ = mechanical energy dissipation in units of m? s> = W kg ™' (5.11)

Together, the energy dissipation and buoyancy frequency define a diffusivity given through the relation
(Osborn, 1980)
I'e

Kdissipate = m’ (512)
where the dimensionless parameter I' measures the efficiency that mechanical energy dissipation translates
into mixing that can be parameterized by a diffusivity acting on vertical stratification. This relation is
used throughout the mixing community for converting measurements of mechanical energy dissipation
into diffusivity.

The efficiency parameter in equation (5.12) is often chosen as

r=02 (5.13)
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based measurements (Osborn, 1980; Ivey and Imberger, 1991). However, in regions of very weak vertical
stratification, where N2 — 0, we suggest following Melet et al. (2012), in which the mixing efficiency tends
to zero according to

N?.
I'=02—— 5.14
(N2 +Q2) (5.14)

where
Q- (271 + 271/365.24)

B 86400s

_ (L)S_1 (5.15)
43082

=7.2921x107%s7 L.

is the angular rotation rate of the earth about its axis and about the sun. This modified mixing efficiency
reduces the regions where spuriously large values of diffusivity may occur, especially next to the bottom,
where low values of N2 may appear. There is little physical reason to believe the huge diffusivities diag-
nosed from regions with N2 < Q2.

5.2.4 Vertical deposition function

We are generally concerned in this chapter with mixing induced by energy dissipation that is largest near
the bottom. This bottom intensified dissipation leads to the largest levels of mixing also near the bottom.
Yet there are means for dissipation to move upwards into the water column, and it is this mixing that gen-
erally has far more impact on the ocean stratification. Details of how dissipation moves upwards into the
column remains a topic of research. We present here a formulation followed by the CVMix implemen-
tations of the Simmons et al. (2004) and Melet et al. (2012) schemes. In this case, we write the energy
dissipation in the form

€ =EF(z2), (5.16)

where £ is an energy dissipation times a length scale, and F(z) is a vertical deposition function with units
of inverse length. Both Simmons et al. (2004) and Melet et al. (2012) chose

E )
g — q wavedrag(‘x y), (517)

p

where E, .. ,...(X,7) is the energy input to wave drag originating from the bottom (equation (5.9)), p is the
in situ density, and g is the dimensionless fraction of energy that dissipates locally rather than propagating
away to dissipate non-locally. We have more to say on g in Section 5.2.5. The vertical deposition function
is assumed to integrate to unity over an ocean column

1
jF(z)dz:l. (5.18)
-H

Simmons et al. (2004) chose an empirical exponential function (equation (5.27)) for F(z), whereas Melet
et al. (2012) based their choice on theoretical results from Polzin (2009).

5.2.5 Local versus non-local wave energy dissipation

The dimensionless parameter, g, introduced in equation (5.17) measures the fraction of wave energy dis-
sipated locally, and thus contributes to local mixing. Simmons et al. (2004) and Melet et al. (2012) both
chose

qg=1/3 (5.19)

based on the work of St.Laurent et al. (2002). The remaining 2/3 of the wave energy propagates away
and is assumed to dissipate non-locally. The non-local dissipation of internal tidal energy, as well as the
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dissipation of internal energy from other sources (e.g., wind energy), are accounted for in an ad hoc manner
via the background diffusivity x( (and background viscosity). A value within the range

ko =1(0.1-0.2)x10"*m?s! (5.20)

is recommended based on the measurements of Ledwell et al. (1993). Other choices are considered in
Chapter 3.

Setting g = 1/3 globally is strictly incorrect for internal gravity wave dissipation. The actual value
is related to the modal content of the excited internal tide, which is related to the roughness spectrum
of topography. The redder the mode/roughness spectrum, the lower gq. For example, Hawaii has been
modelled as a knife-edge by (St.Laurent et al., 2003). This topography excites predominantly low modes,
and these modes are stable, propogate quickly, and have long interaction times. That is, they propagate
to the far field. Klymak et al. (2005) argue that g = 0.1 for Hawaii from the Hawaiian Ocean Mixing
Experiment (HOME) data. For the mid-Atlantic ridge, the use of g = 1/3, as in Simmons et al. (2004) and
Melet et al. (2012), may be more suitable.

The bottom mixing scheme from Legg et al. (2006) in effect assume

g=1 bottom mixing scheme, (5.21)

which is sensible given that the mixing considered in their scheme occurs predominantly within a bottom
boundary layer.

5.2.6 Prandtl number

The Prandtl number is the ratio of viscosity to diffusivity. In most treatments of mixing due to tides, there
is little is any mention of the Prandtl number. In particular, Simmons et al. (2004) do not discuss vertical
viscosity in their study. If one considers a non-zero Prandtl number, then vertical viscosity is enhanced
along with the diffusivity when considering internal wave breaking. The following are examples of the
Prandlt number chosen for the tide mixing parameterizations.

* The earth system models of Dunne et al. (2012) assume a unit Prandtl number for mixing related to
tide mixing.

* What about Jayne (2009)?

5.2.7 General form of the vertical diffusivity

The previous considerations lead to the following general form for a diffusivity arising from mechanical
energy dissipation that originates from the ocean bottom

r edissipatc
Kdissipate = N2
[ E,ipaie F(2)
= C‘# (5.22)
4T Ejipae (% 9) Foigipue(2)
pN? '

The energy dissipation at the ocean bottom, E,,.(x,¥), and the vertical deposition function, F,..(2),
distinguish the schemes considered by Simmons et al. (2004) and Melet et al. (2012).

5.2.8 Energetic balances

One of the main reasons to formulate diffusivites based on mechanical energy input is that this energy
is exchanged in a conservative manner within the ocean. This conservation then leads to self-consistency
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tests for the model implementation of various energy-based mixing parameterizations. We consider here
in particular the work done against stratification by vertical diffusion with a diffusivity x,,.. is given by

P = deissipalepdeV' (5‘23)
Use of equation (5.26) for the vertical diffusivity with a constant mixing efficiency I' = 0.2 yields

7) = JKdissipate pNZ dV
(5.24)

= q r J‘ Edissipale(‘x’ y) dx d}),

assuming qI' constant. Note that to reach this result, we set JFdissipm(z)dz = 1 (Section 5.2.4), which is
a constraint that is maintained by the COVMix implementation of the energetic-based mixing schemes.
Equation (5.24) says that the energy from some form of dissipation mechanism is deposited in the ocean
interior and works against stratification.

For the more general case of g1 spatially dependent, we have the balance

P = J Kdissipa(e pN2 dV
(5.25)

= j q r Edissipate(x’ })) Fdissipate (Z) dv,

which again is a statement of energy conservation between wave dissipation and mixing of density. Al-
though equation (5.25) is a trivial identity following from the definition of the closure, it is not trivial to
maintain in the ocean model. The main reason is that we work with diffusivities when integrating the equa-
tions of an ocean model, and these diffusivities are often subjected to basic numerical consistency criteria,
such as the following.

» We may wish to have the diffusivities monotonically decay upwards in the column. Given the N~2
dependence of the diffusivity in equation (5.22), monotonicity is not guaranteed. Without an added
monotonicity constraint, the simulation can be subject to spurious instabilities in which intermediate
depths destratify, then producing larger diffusivities, and further reducing the stratification. Jayne
(2009) discovered this behaviour in his simulations.

* The diffusivities should be bounded by a reasonable number, such as 50— 100 cm?sec.
Imposing constraints such as these on the diffusivity corrupts the identity (5.24). In general, the constraints
remove energy from the interior, so that in practice IKdissipate pN2dV < qu E jiipae(%,7)d V.

5.3 The Simmons et al. (2004) scheme

To account for mixing associated with energy dissipation from breaking internal gravity waves, Simmons
et al. (2004) propose a diffusivity given by

e
Ksimmons - N2

re . z
— wave dralg;] 2sxmmons( ) (5‘26)
q r Ewave drag (x’ y) Fsimmons(z)

= ’

pN?

wave drag

which again is the general form introduced in Section 5.2.7. To reach this result, we used equation (5.16)
to introduce the vertical deposition function F_ ., and equation (5.17) to introduce the wave drag energy
dissipation, E,,,. 4., given by equation (5.9).
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5.3.1 Calculation of the wave energy dissipation

The wave energy dissipation, E is evaluated as follows.

‘wave drag’

* N, is computed from the model’s evolving buoyancy frequency at the top face of a bottom boundary
layer (often just the bottom-most tracer cell). Note that the buoyancy frequency at the bottom face of
the bottom-most cell is zero, by definition.

* The effective roughness length L., = %, hipu requires an algorithm to compute h
bottom topography, and tide model to tune x,,,.
h,, given some variance of topography within a grid cell, and then tune E

ocean deeper than 1000m, with x,,,, as the tuning paramter.

wpo frOmM Observed
However, in practice what can be done is to take
to be roughly 1TW in

rough

wave drag

topo

5.3.2 Deposition function

The bottom intensified vertical profile, or deposition function, is taken as

o~ (D-h)/C
FomeE12 m (5.27)
h/E
= m.
In this expression,
D=H+py (5.28)

is the time dependent thickness of water between the free surface at z = 7 and the ocean bottom at z=-H,
and
h=-z+ny (5.29)

is the time dependent distance from the free surface to a point within the water column.? The chosen form
of the deposition function is motivated by the microstructure measurements of St.Laurent et al. (2001) in
the abyssal Brazil Basin, and the continental slope measurements of Moum et al. (2002). This profile re-
spects the observation that mixing from breaking internal gravity waves, generated by scattered barotropic
tidal energy, is exponentially trapped within a distance C from the bottom. An ad hoc decay scale of

C=500m (5.30)

is suggested by Simmons et al. (2004) for use with internal gravity wave breaking in the abyssal ocean.

5.3.3 Regularization of the diffusivity

The diffusivities resulting from this parameterization can reach levels upwards of the maximum around
20 x107#m?s! seen in the Polzin et al. (1997) results. Due to numerical resolution issues, the scheme can
in practice produce even larger values. We need to consider the physical relevance of these large values.
The following lists some options that the modeller may wish to exercise.

* We may choose to limit the diffusivity to be no larger than a maximum value, defaulted to 50 x
10~*m?s7! in CVMix.

* Based on observations, the mechanical energy input from wave drag (equation (5.9)) should not ex-
ceed roughly 0.1 Wm~2 at a grid point (Bob Hallberg, personal communication 2008). Depending on
details of the bottom roughness and tide velocity amplitude, a typical model implementation may
easily exceed this bound. Hence, it may be necessary to cap the mechanical energy input to be no
larger than a set bound.

* Use of the stratification dependent mixing efficiency (5.14) provides a physically based means to
regularize the regions where N2 can get extremely small.

2We emphasize that with a free surface, D and h are generally time dependent. Furthermore, with general vertical coordinates, i
is time dependent for all grid cells.
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5.3.4 Regarding a shallow depth cutoff

Simmons et al. (2004) do not apply their scheme in waters with ocean bottom shallower than 1000m,
whereas Jayne (2009) applies the scheme for all depths. CVMix has a namelist that allows for setting a
cutoff depth. In principle, there is nothing wrong with using the Simmons et al. (2004) scheme all the way
to shallow waters, and removing the somewhat arbitrary depth cutoff is more satisfying. So one may wish
to naively use g = 1/3 without a 1000m depth cutoff.

Likewise, C = 500m globally may be a reasonable choice. The structure function will properly integrate
to unity, whether or not the ocean depth H is greater or less than C.

5.3.5 Further comments

Here are some further points to consider when setting some of the namelists for this scheme.

* One means to ensure that the diffusivities are within a reasonable bound, without capping them after
their computation, is to artificially restrict the stratification used in the calculation to be no less than
a certain number. Simmons et al. (2004) chose the floor value N? > 1078572, There is a great deal of
sensitivity to the floor value used. GFDL practice is to keep the floor value quite low so that N2 < Q2.

¢ If the maximum diffusivity realized by the scheme is allowed to be very large, say much greater than
as 1000cm?sec™!, then the near bottom stratification can become very small. In this case, E, . ., can
dip below the canonical 1TW value. This process resembles a negative feedback in some manner,
though it has not been explored extensively.

5.4 The Melet et al. (2012) scheme

A limitation of the Simmons et al. (2004) scheme is the arbitrary choice of their empirical vertical deposition
function (5.27) and the corresponding exponential decay length, C. Melet et al. (2012) build on ideas
proposed by Polzin (2004, 2009) to overcome these limitations. In their parameterization, they propose a
deposition function corresponding to finescale internal wave shear producing an energy dissipation given

by
B €, N2(z)\(1 1
emelet_((1+z*/z};)2)( mz )(ﬁ'i‘g) (531)

The corresponding diffusivity is given by the general form (5.22), so that

emeletr
Kmelet = W
_ & vave drag r 1 N 1
A\ +z/z5)2 ) \N2°J\H 2 (5.32)
_ qrEwavedrag 1 1 + 1 )
| o Nrz/z2[\H 5 )
where we set
E ein
€y = Lt W;‘ e (5.33)

according to equation (5.17).
The vertical deposition function

N2 1 1 1
chlet: p— ( * 2)(_+ * ) (534)
N2 \(1+z*/zp) J\H z,
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is algebraic, rather than the exponential suggested by Simmons et al. (2004) (equation (5.27)). A funda-
mental element to the deposition function is the scaled vertical distance from the bottom

hbott

2 (hyp) = N?(z')dZ, (5.35)

N2
0

where the vertical integral extends from the bottom at h,,, = 0 to an arbitrary distance above the bottom.
The depth averaged squared buoyancy frequency is given by

1
— 1
NZ = —— | N%(z)d= 5.36
T | Ve (5.36
-H
Note that by definition, the rescaled vertical height from the bottom satisfies
0<z <H. (5.37)

We also introduced the rescaled length scale according to

* N%tl
Zp :Zp (_bzz), (538)

The bottom buoyancy frequency, N2, is computed according to the discussion in Section 5.3.1.

The length scale z, is computed according to Polzin (2004, 2009), and needs to be written here...

5.5 The Lee et al. (2006) scheme

The Lee et al. (2006) scheme provides a means to parameterize mixing from barotropic tides interacting
with the continental shelf regions. Notably, it does not follow the energetic approach of the other schemes
detailed in this chapter. Instead, it follows an earlier approach from Munk and Anderson (1948).

5.5.1 Formulation and implementation

Following Munk and Anderson (1948), Lee et al. (2006) introduce a vertical diffusivity given by
Kboﬂom drag = Kmax (1 + GRI)_p eXp_(D_h)/Z“del (5.39)

where the dimensionless parameters o and p have the default values

c=3 (5.40)
p=1/4 (5.41)
The Richardson number is given by
NZ
Ri=——. 5.42
' jo.p 42

Small Richardson numbers (e.g., regions of low stratification or strong vertical shear) will give larger verti-
cal diffusivities, with the maximum diffusivity set by «,_.. Lee et al. (2006) set the default for the maximum
diffusivity arising from bottom drag dissipation as

max *

k. =5x107m?s7 L. (5.43)

Since we do not generally resolve the bottom boundary layer in global models, we must approximate the
vertical shear to compute the Richardson number, with Lee et al. (2006) using the form

2
Uti e
210, u)? = (D——dh) , (5.44)
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with the scaled tidal speed U,,, given by

. VC
Uyoe = Use ( ° ) (5.45)
von Karman
Here, Cp is the bottom drag coefficient, taken as Cp = 2.4 x 1073 by Lee et al. (2006), .., e = 0.4 is the

von Karman constant, and U, is the tidal speed taken from a barotropic tidal model. These speeds are
largest in the shallow regions.

5.5.2 Caveats about spuriously large diffusivities

The exponential decay appearing in equation (5.39) is not part of the original Lee et al. (2006) scheme, nor
was it part of the MOM4.0 and MOM4p1l implementations. However, it is an essential element added for
the MOM implementation as of 2012 that ensures diffusivities drop off exponentially when moving away
from the ocean bottom. It is thus part of the CVMix implementation as well.

Absent this exponential decay, regions of small Richardson number, leading to large «,,,, can move
upwards in a column. The chosen exponential decay length scale is given by

T.
=0, 2 5.46
ane tide 27( ( )
where
T, =12x3600s, (5.47)

corresponding to the M2 tide period. Another means for removing the spurious diffusivities from the Lee
et al. (2006) scheme is to enable the scheme only in continental shelf regions, which is where it is physically
appropriate. Such is the default for the CVMix implementation.
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This chapter details the parameterization of mixing from double diffusive processes. The following
CVMix Fortran module is directly connected to the material in this chapter:

vmix_ddiffusion.F90

6.1 Introduction to mixing from double diffusive processes

Double diffusion processes (Schmitt, 1994) have the potential to significantly enhance vertical diffusivities.
The key stratification parameter of use for double diffusive processes is

a (00/dz

Ry=—=|=—"1| 1
P B ( 35/0z ) (6-1)

where the thermal expansion coefficient is given by

1{dp
0(——5 (%), (6.2)
and the haline contraction coefficient is
_1 @ (6.3)
p= p\dS ) :

Note that the effects from double diffusive processes on viscosity are ignored in CVMix for two reasons:
* The effects on viscosity are not well known.

* For most applications, the vertical Prandtl number is larger than unity (often 10) for background
viscosities (Chapter 3), so that modifying the vertical viscosity according to double diffusion will not
represent a sizable relative impact.

There are two regimes of double diffusive processes, with the parameterization different in the regimes.
We now detail how CVMix parameterizes vertical mixing in these two regimes.
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6.2 Salt fingering regime

The salt fingering regime occurs when salinity is destabilizing the water column (salty above fresh water)
and when the stratification parameter R, is within a particular region:

dS

— 4

3 >0 (6.4)
0_

1 <R, <R, =255 (6.5)

The parameterized vertical diffusivity in this regime is fit to observational estimates given by Laurent and
Schmitt (1999), who propose the following form

3
R,-1
0 p
Kg=%K,[1- 6.6
d d Rg 1 ( )
The values for the parameter Kg are set to
0 1x10™*m?s™!  for salinity and other tracers
Kg= 42 -1 (6.7)
0.7x107* m*s for temperature.

6.3 Diffusive convective regime

Diffusive convective instability occurs where the temperature is destabilizing (cold above warm) and with
0<R,<1
P

00
v <0 (6.8)
0<R,<L. (6.9)

For temperature, the vertical diffusivity used in Large et al. (1994) is given by

Kg=Y

molecular

x 0.909exp (4.6exp[-.54(R,' - 1)]), (6.10)

where

v =1.5x10°m?s7! (6.11)

molecular

is the molecular viscosity of water. Multiplying the diffusivity (6.10) by the factor

1.85-0.85R:1)R, 05<R,<1
factor:{( p) P - f (6.12)

I5R, R, <0.5,

gives the diffusivity for salinity and other tracers.
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This chapter summarizes the KPP scheme originally proposed for the ocean surface boundary layer by
Large et al. (1994) as well as Large (1998). Limitations and possible research questions are identified. The
following CVMix Fortran module is directly connected to the material in this chapter:

cvmix_kpp.F90

7.1 Elements of the K-profile parameterization (KPP)

The ocean surface boundary layer (OBL) mediates the exchange of properties between the ocean and other
components of the climate system. Hence, parameterization of processes active in the OBL are fundamental
to the integrity of a climate simulation. The K-profile parameterization (KPP) is a widely used method for
parameterizing boundary layer processes in both the atmosphere and ocean. The paper by Large et al.
(1994) introduced this scheme to the ocean community for use in parameterizing processes in the surface
ocean boundary layer . The pedagogical lecture by Large (1998) provides added insight into the scheme
that complements some of the material in Large et al. (1994).

The KPP scheme has been used by many ocean climate studies for parameterizing mixing in the OBL,
with examples discussed in Large et al. (1997), Holland et al. (1998), Gent et al. (1998), Umlauf et al. (2005),
Li et al. (2001), Smyth et al. (2002),Durski et al. (2004), Chang et al. (2005)). We consider here only the
implementation of KPP for the surface ocean boundary layer, as implementations for the bottom do not
exist in MOM, nor are they well documented in the peer-review.

7.1.1 Conventions

We use the following conventions that are consistent with Large et al. (1994) and Large (1998).

* The fluid is assumed to be volume conserving Boussinesq, with extensions to a mass conserving non-
Boussinesq fluid trivial.

* The vertical direction, z, increases up with z = 0 defining the resting ocean surface. The ocean free
surface is defined by z = #(x,y,¢) and the static ocean bottom is at z = —H(x,p).

CVMix DOCUMENTATION August 3, 2012 Page 34



CHAPTER 7. KPP SURFACE OCEAN BOUNDARY LAYER Section 7.1

* A lowercase A is used to denote a turbulent fluctuation of an arbitrary field within the surface ocean
boundary layer; e.g., a tracer such as potential or conservative temperature 6 and salinity s), or a
velocity component (u,v,w). Note that x is the notation used in Large et al. (1994) and Large (1998),
but we prefer the Greek letter A to avoid confusion with the horizontal spatial coordinate.

* An uppercase A is used to denote the Eulerian mean of a tracer or velocity component within the
surface ocean boundary layer; e.g., potential or conservative temperature ©, salinity S, or velocity
component (U, V,W). The Eulerian mean fields are time stepped by an ocean climate model within
the boundary layer, and correlations of turbulent variables must be parameterized to close the mean
field equations.

* The expression w ) is used to symbolize the Eulerian correlation of the fluctuating turbulent vertical
velocity and a fluctuating scalar or vector field. This correlation appears in the mean field time ten-
dency equation for A in the Boussinesq primitive ocean equations (see equation (7.2)). KPP provides
a parameterization of this vertical turbulent flux within the surface ocean boundary layer.

¢ The mean and turbulent vertical velocity components, W,w, are positive for upward motion. This
sign convention implies that

wA>0 = turbulent flux for A transported vertically upward. (7.1)

If A is the temperature, then a positive correlation at the ocean surface, wo™ > 0, corresponds to
surface cooling.

7.1.2 General form of the parameterization

Ignoring all terms except vertical advective transport in the prognostic equation for the mean field A, its
time tendency is determined by

N (a(WA))_(a(m)) 7.2)

ot 0z 0z
The advective flux by the mean vertical velocity, W A, is represented via a numerical advection operator. In
contrast, the turbulent correlation, w A, is a subgrid scale flux that must be parameterized in order to close
the equation for A. Here, the overbar signifies an Eulerian averaging operator over unresolved turbulent
motions occurring within the OBL.
The KPP scheme provides a first order closure for w A within the OBL. It does so by introducing two
terms in the following manner

— 22\
‘W/\=—K,\(z—’)//\). (73)

In effect, the KPP parameterization (7.3) splits the vertical turbulent flux into two terms

local ——non-local

wA=wA +wA . (7.4)

The first term provides for the familiar downgradient vertical diffusion determined by a vertical diffusivity
and the local vertical derivative of the mean field. This term is referred to as the local portion of the
parameterization

local aA) (7'5)

wA™ =-Ky (=),

/\( 0z
even though the diffusivity is a non-local function of boundary layer properties. The second term, y,,
accounts for non-local transport that is not directly associated with local vertical gradients of A, in which
we have

—non-local

wA :K/\ V- (76)

We next provide a general discussion of these two contributions to the KPP parameterization.
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7.1.3 The vertical diffusivity

The vertical diffusivity arising from KPP in the OBL is determined as a non-local function of boundary
layer properties. It is written in the following form

Ky(o) =hw,(0)Gy(o). (7.7)

The diffusivity is a constructed as the product of three terms: the boundary layer thickness h, the vertical
turbulent velocity scale w) (o), and the vertical shape function G, (o). Note that we introduce a dependence
of the shape function on the field diffused. As discussed in Section 7.5.3, this dependence arises from
matching to interior diffusivities, which generally differ as a function of A.

7.1.3.1 Boundary layer thickness
The boundary layer thickness is denoted by

h >0 is the boundary layer thickness. (7.8)

This is the thickness of the OBL prescribed by the KPP scheme, with details given in Section 7.5.5. The
direct dependence of the vertical diffusivity in equation (7.7) on the OBL thickness manifests the common
property of boundary layers, whereby thicker layers generally arise from stronger eddy motions and are
thus associated with more rapid mixing of tracer concentration and momentum.

Figure 7.1 provides a schematic of the KPP boundary layer, the Monin-Obukhov surface layer, and the
associated momentum, mass, and buoyancy fluxes impacting these layers. Details of this figure will be
explored in the following.

7.1.3.2 Measuring vertical distances within the OBL

When measuring distances within the boundary layer, it is the thickness of the water as measured from the
ocean surface that is important. Free surface undulations can be a nontrivial fraction of the boundary layer
thickness, particularly under conditions of stable buoyancy forcing. Hence, we make explicit note that the
ocean has an undulating free surface at z = #(x,, t), which contrasts to Large et al. (1994) and Large (1998),
where it is assumed that z = 0 sets the upper ocean surface.

Following Large et al. (1994), we introduce the non-dimensional depth, o, given by

o= (7.9)

In this definition, d > 0 is the distance from the ocean surface at z = 7] to a point within the boundary layer
d=-z+1. (7.10)
Likewise, h > 0 is the distance from the free surface to the bottom of the boundary layer
h=hy, 41, (7.11)

where h,,, is the depth of the boundary layer as measured from z = 0. That is, h is the thickness of the OBL,
and it is this thickness, not h,,,, that is predicted by KPP (Section 7.5.5). Regions within the boundary layer
are given by the non-dimensional depth range

0<o<1 within boundary layer, (7.12)
with o = 0 the ocean surface and o = 1 the bottom of the boundary layer.

7.1.3.3 Vertical turbulent velocity scale w

The velocity scale w, is a function of depth within the boundary layer, and a function of the field to which
it refers. We return to its specification in Section 7.5.1.
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SURFACE FLUXES
BR/ Bf/ T, Qm

AIR-SEA OR ICE-SEA INTERFACE: Z = 1]
—

MONIN-OBUKHOV SURFACE LAYER

P PENETRATIVE

SHORTWAVE
KPP BOUNDARY

LAYER THICKNESS: h

geothermal

ocean bottom: z = —H

< N

Figure 7.1: Schematic of the upper ocean boundary layer regions associated with the KPP boundary layer
parameterization. The upper ocean is exposed to non-penetrative air-sea and ice-sea fluxes of momentum
T (Section 7.2), mass Qn(Section 7.3), and buoyancy By (Section 7.3). In addition, there is penetrative

shortwave radiation, —ER (Section 7.3), indicated by the exponentially decaying vertical sinusoidal. The
Monin-Obukhov surface layer (Section 7.4) has a thickness e h, with € = 0.1. The surface layer is where
turbulence delivers fluxes to the molecular skin layer for transfer to the atmosphere or ice. The surface
layer starts from just beneath the surface roughness elements at the upper ocean interface. Since nei-
ther these roughness elements, nor the molecular viscous sublayer, are resolved in ocean models, we
assume in practice that the Monin-Obukhov surface layer extends to the sea surface at z = iq(x,y, t). The
KPP boundary layer includes the surface layer, and it has a thickness h(x, y, t) determined by the KPP pa-
rameterization (Section 7.5.5). The ocean bottom at z = —H(x,y) is rigid and is exposed to geothermal
heating. Presently, the KPP boundary layer scheme has not been implemented in MOM to parameterize
bottom boundary layer physics, though nothing fundamental precludes such. In fact, Durski et al. (2004)
provide just such an implementation.

7.1.3.4 Non-dimensional vertical shape function G, (o)

Non-dimensional vertical shape function G,(o) is used to smoothly transition from the ocean surface to
the bottom of the boundary layer. Large et al. (1994) chose a cubic polynomial

Gy(o)=ag+a,0+a,0’ +azo°. (7.13)

Since turbulent eddies do not cross the ocean surface at o = 0, we should correspondingly have a vanishing
diffusivity at o = 0. This constraint is satisfied by setting

ao=0. (7.14)
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We detail in Section later how to specify the remaining expansion coefficients a1,a,,a3. In particular, we
simplify the specification of Large et al. (1994), with their approach more complex than justified physically.

7.1.4 The non-local transport y,

Section 2 of Large et al. (1994) notes the presence of many processes in the boundary layer that lead to
nonlocal transport. This behaviour leads to a diffusivity K, that is a function of the surface fluxes and
boundary layer thickness h. Furthermore, under convective forcing (negative surface buoyancy forcing;
B <0), fluxes can penetrate into stratified interior. This characteristic then motivates the introduction of a
non-local transport term y, to the KPP parameterization (equation (7.3)) when By < 0. To further identify
the need for a non-local transport term y,, we reproduce Figure 1 from Large et al. (1994), here shown
as Figure 7.2. The caption to Figure 7.2 explores the many facets of this figure used to help justify the
non-local term in KPP.

As part of the KPP parameterization, the non-local transport, y,, aims to account for such processes as
boundary layer eddies whose transport may be unrelated to the local vertical gradient of the mean field, and
whose impacts may penetrate within the stratified ocean interior. In general, Large et al. (1994) prescribe
the following characteristics to y,.

» Page 371 of (Large et al., 1994) notes that there is no theory for non-local momentum transport, and
so the non-local transport directly affects only the tracer fields:

#0 nonzeroif A = 0,s or another tracer. (7.15)

= { 0 if A = (u,v, w) a velocity component
1=

However, Smyth et al. (2002) consider a non-local term for momentum, thus motivating further re-
search to see whether it is suitable for climate modeling.

* The non-local transport is non-zero only within the OBL:

0 ifo>1
7 = {¢0 fo<o<l. (7.16)

* The non-local transport is non-zero only in the presence of destabilizing negative surface ocean buoy-
ancy flux, whose presence gives rise to convective mixing:

] o for positive (stabilizing) surface buoyancy forcing (7.17)

Y27 ) 20 for negative (destabilizing) surface buoyancy forcing. )

* The non-local transport can give rise, under certain conditions, to either down-gradient or up-gradient
transport of the mean tracer field. Hence, it can either act to smooth gradients of mean fields (down-
gradient non-local fluxes) or enhance gradients (upgradient non-local fluxes).

In Section 7.5.4, we provide to the KPP parameterization of y,.

7.2 Surface ocean boundary momentum fluxes

In this section and Section 7.3, we present features of how surface boundary fluxes force the upper ocean,
largely following Appendix A of Large et al. (1994). The aim is to identify how surface boundary fluxes
impact the upper ocean, with this characterization then used in Section 7.4 to help establish some basic
features of ocean boundary layers. These ideas are then used in Section 7.5 to specify the diffusivity and
non-local transport from the KPP parameterization.

Vertical exchange of momentum across the atmosphere-ocean or sea-ice-ocean boundary occurs largely
through turbulent processes. The resulting horizontal stress vector acting on the ocean, 7, is determined
through application of a bulk formula (e.g., see Appendix C of Griffies et al., 2009). For our purposes,
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Figure 7.2: This is a reproduction of Figure 1 from Large et al. (1994). The figure is derived from a one-
dimensional simulation after 3 days of convective deepening (zero winds; negative surface buoyancy forc-
ing) into initially uniformly stratified water column. The vertical axis is vertical distance starting from the
ocean surface interface at z = and d = 0, extending down to d = h (h = 13.6 m at this point of the inte-
gration), which is the base of the boundary layer, and finally to d = 1.4k, which is beneath the boundary
layer.

The horizontal axis on the bottom is the mean buoyancy, B, relative to that at the surface, By, and the
profile is depicted by the solid line. Positive values of B — B, indicate that the mean buoyancy at a point is
larger than at the surface, with B— By > 0 expected under negative buoyancy forcing at the ocean surface.

The horizontal axis on the top is the ratio of the local turbulent buoyancy flux wb to the surface turbu-
lent flux wb' (denoted wby by Large et al. (1994)). The dashed line depicts this ratio. Positive values of
wb represent upward turbulent buoyancy fluxes; e.g., upward fluxes of heat for the case where buoyancy
is determined by temperature, and the thermal expansion coefficient is positive.

Positive values for wb in regions between roughly 0.35 < d < 0.8 represent upward turbulent buoyancy
fluxes in a region where the mean vertical gradient of B is nearly zero, thus indicating non-local turbulent
transport. In shallower regions with d < 0.35, the mean gradient is negative, d,B < 0, and the fluxes are
positive, wb > 0, thus representing downgradient turbulent fluxes. Likewise, for d > 0.8, the turbulent fluxes
are downgradient.

The mixed layer depth is denoted by h,,, though this depth is subject to arbitrary specification of the
density difference. The entrainment depth is h,, with this depth taken where the buoyancy flux reaches a
negative extrema. Note that it is an empirical result that under pure convective forcing (t = 0, Bf < 0), the

—d=h, —d=0 .
turbulent entrainment flux is roughly 20% of the surface flux: wb =—prwb ,where fr =0.2. This
situation is depicted in the figure.

we assume T is given, thus yielding the ocean kinematic fluxes associated with the turbulent transport of
momentum across the ocean surface
T T

—wul = —— |~ — . .
v (p('ﬂ) (Po) \7.18)

In this equation, p(#) is the surface ocean density, which is commonly approximated by the constant Boussi-
nesq reference density py. A positive sign on a component of 7 acts to accelerate the flow in the respective
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direction, whereas a positive sign to a component of wu' removes momentum from the ocean. These sign
conventions give rise to the minus sign in the relation (7.18). In addition to defining the kinematic surface
fluxes, knowledge of T allows us to compute surface boundary layer velocity scales when working within
the Monin-Obukhov similarity theory (Section 7.4.2).

In addition to turbulent momentum transfer, momentum is also transported through mass exchange
across the ocean surface, since water transported across the ocean generally carries a nonzero momentum.
This advective momentum boundary exchange is typically ignored for climate models, though Kantha and
Clayson (2000) (see their page 431) make the case for including this effect, particularly when resolving
strong atmospheric storms. They also make the case for including this effect in computing the Monin-
Obukhov length scale defined by equation (7.65)) (see their equation (4.3.11)). !

7.3 Surface ocean boundary buoyancy fluxes

Turbulent and advective fluxes of momentum and buoyancy are transferred across the upper ocean surface
boundary, with ocean processes such as advection and mixing then transporting the boundary momentum
and buoyancy laterally as well as into the ocean interior. In contrast, penetrative shortwave radiation is
absorbed into the ocean absent ocean transport processes, with such absorption a function of ocean op-
tical properties. In the unphysical case of perfectly transparent seawater, shortwave radiation penetrates
through the boundary layer and so has no influence on boundary layer processes. In realistic cases, much
of the shortwave radiation is absorbed in the boundary layer, with only a fraction leaking through to the
interior. In general, such non-turbulent and non-advective transport of buoyancy via penetrative radia-
tion represents a fundamentally novel aspect of ocean boundary layer physics relative to the atmosphere.
Namely, for the atmosphere, radiative absorption is far less relevant than in the upper ocean, since the
atmosphere is largely transparent to radiation. We therefore consider penetrative shortwave radiation as
distinct from other buoyancy fluxes when formulating how boundary fluxes impact the ocean.

7.3.1 General features of buoyancy forcing

The buoyancy of a fluid is commonly defined as (e.g., page 83 of Large (1998))

B:g(PO _P), (7.19)
Po
where g is the constant gravitational acceleration, and pg is a reference density, taken here to equal the
Boussinesq reference density. A reduction in density is associated with an increase in buoyancy; that is,
the water becomes more buoyant. Changes in buoyancy arise through changes in density associated with
temperature and salinity changes, since buoyancy changes are computed relative to a fixed pressure level.
In this way, buoyancy changes are directly related to processes that impact locally referenced potential
density.
Ocean buoyancy is affected through surface ocean heat, salt, and water fluxes.

» Turbulent processes transfer heat through latent and sensible heating.

* Longwave radiation cools the upper ocean, with this radiation affected by the upper ocean boundary
temperature.

¢ Penetrative shortwave radiation is absorbed in seawater.

e The transfer of salt occurs when sea ice melts and forms. This transfer is proportional to the water
mass flux and the difference in salinity between the liquid ocean and sea ice. More generally, we
simply consider this to be a salt flux between sea ice and ocean, with this flux operationally computed
as part of a sea ice model.

* Advective processes transfer heat and salt across the ocean surface through the transfer of water mass
across the interface.

1 May wish to use this term in KPP.
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We further detail these fluxes in the following.

7.3.2 Temperature, salinity, and mass budget for a surface ocean model grid cell

Buoyancy is not a prognostic variable in ocean models. So to develop a quantative understanding of how
buoyancy is impacted by surface fluxes, we consider the evolution of temperature, salinity, and mass in
an arbitrary top model grid cell, and focus exclusively on evolution arising from surface boundary fluxes.
We write these budgets in their finite volume sense (as implemented in MOM), which includes density and
thickness weighting

91 (pdz0) = QO — Q"™ +(Q5"(z=17) - Q4" (z = —Az)) (7.20)
oy (szs): QmSm—Qs (7.21)
di(pdz) = Qn. (7.22)

We now detail the terms appearing in these equations.

* pdzis the mass per horizontal area of seawater in the grid cell. For a volume conserving Boussinesq
fluid, p is set to the constant reference density py.

* O is the grid cell potential temperature or conservative temperature.
¢ S is the grid cell salinity.

* Q,, is the mass flux (kgm~2sec™!) of water crossing the ocean surface, with Q,, > 0 for water entering
the ocean (as when precipitation plus runoff exceeds evaporation).

* Oy is the temperature of water crossing the ocean surface, and C, Qp,, O, is the associated heat flux
(Wm™2). We further discuss this heat flux in Section 7.3.4.

e S, is the salinity of water crossing the ocean surface, and Q,, S, is the associated mass flux. Note that
Sm is typically taken to be zero, as for precipitation and evaporation. However, rivers can contain a
nonzero salt concentration, so we keep S, for the following formulation. We further discuss this salt
flux in Section 7.3.4.

¢ C, is the seawater heat capacity at constant pressure (J kg1 °C™!). I0C et al. (2010) provides the most
precise value appropriate for an ocean with heat measured through conservative temperature.

* Qg is the flux of salt (kgm~2sec™!) that leaves the ocean through the ocean surface. This flux arises in
the transfer of salt when sea ice forms and melts. We further discuss this salt flux in Section 7.3.3.

* C,Qp ™ is the non-penetrative surface heat flux associated with turbulent processes (latent and sen-

sible) and radiative longwave cooling (Wm™2). The sign convention is chosen so that Qp ™ >0 for
heat leaving the ocean surface (i.e., ocean cooling). We further discuss this heat flux in Section 7.3.5.

* C,Qp'(z = 1) is the radiative shortwave heat flux (Wm™2) entering the ocean through its surface
at z = 1, with Qp"(17) > 0 warming the ocean surface. Likewise, C, Qp"(z = —Az) is the radiative
shortwave heat flux leaving the top cell through its bottom face. We further discuss this heat flux in

Section 7.3.6.

7.3.3 Salt fluxes from sea ice melt and formation

The mass flux of salt Qg (kgm~2sec™!) is positive for salt leaving the ocean surface. There is transport
of salt across the ocean surface when sea ice forms and melts, due to the nonzero salt content in sea ice.
Otherwise, the surface salt flux is generally zero for the large scale ocean. For ocean models, however,
the salt flux can be nonzero when formulating the surface boundary in terms of virtual salt fluxes rather
than real water fluxes (Huang, 1993; Griffies et al., 2001). This formulation is not recommended, as it is
distinctly unphysical and unnatural when using an explicit free surface or bottom pressure solver as in
MOM.
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7.3.4 Salt and heat fluxes associated with water transport

In most cases, salinity in the water fluxed across the ocean surface is zero, so that S, = 0. However, there are
some cases where rivers have a nonzero salinity so that S, # 0 and the product Q,, S,, leads to an advective
transport of salt across the ocean surface.

Since water transported across the ocean has a nonzero heat content, this transport in turn affects the
net heat content in the upper ocean. One can either prescribe the temperature of this water, O, or the
product Q,, ©,,. Consider the case where the product is specified for river water entering the ocean, which
is the case with the GFDL land model. In this case, the heat flux with respect to 0°C (in units of W m~2) of
liquid river runoff "™ is given to the ocean from the land model, so that

Hliquid runoff

QunOm = —mromr (7.23)

Cliquid runoff 7
P

with Cp"*“"" the heat capacity of the water coming in from the river runoff. Likewise, if the heat associated
with frozen runoff (e.g., calving land ice) is provided by the land model, then we have

Hsolid runoff

QmOn = Ottt ? (7.24)
p

with Cp"™™" the heat capacity of the solid runoff. These two heat capacities are typically provided by the
component model (i.e., the land model) used to compute the runoff fields. Similar considerations hold for
transfer of water betwen sea ice models and the ocean.

7.3.5 Non-penetrative surface heat fluxes

The heat flux C, Qp"™ (W m~2) is defined with a sign so that it is positive for heat leaving the ocean. This
flux is comprised of the following contributions (see page 34 of Gill, 1982)

Cp Q"QO"'PEH = Qlong + Qlatent + Qsens + erazil' (725)

Longwave, latent, and sensible heat fluxes are typically deposited or withdrawn from the ocean surface
layer (Section 7.4). In practice, ocean models assume these fluxes are taken entirely from the surface grid
cell. Frazil is slightly different, as it represents the heat exchanged during the production of sea ice, and sea
ice can generally form at various levels in the upper ocean. Many ocean models assume frazil production
occurs just in the top grid cell. But that assumption is not fundamental, nor is it correct when models refine
their vertical grid spacing. We thus allow for frazil to have a depth dependence.

All of these fluxes are termed non-penetrative, since they are deposited or withdrawn from the liquid
ocean at a particular depth. Transport of the boundary buoyancy to another depth occurs only through
the action of ocean transport processes, such as advection or mixing. This behaviour contrasts to that of
penetrative shortwave radiation, which is transferred to depths as a function of seawater optics, so does not
depend on ocean transport. We now comment in a bit more detail on the various non-penetrative fluxes.

7.3.5.1 Longwave radiation

Qiong is the longwave radiation leaving the ocean in the form of the oy, T# Stefan-Boltzmann Law, so that
Qiong 18 typically positive, thus generally cooling the ocean surface.

7.3.5.2 Latent heat fluxes

Qlatent arises from phase changes whereby liquid seawater either evaporates, or it acts to melt frozen pre-
cipitation. When seawater evaporates, the latent heat lost by the ocean is determined by the latent heat of
vaporization for fresh water

H* =25x10Tkg™, (7.26)
so that
Q. = H™" Q" (7.27)
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where Q" is the mass flux (kgm™2sec™!) of fresh water leaving the ocean due to evaporation. A similar
expression holds when seawater melts frozen precipitation (e.g., snow), in which case

H™ =334x10°Jkg™, (7.28)
so that
Qmelt — Hfusion Q;;;)zen precip’ (729)

where Q""" is the mass flux (kgm~2sec™!) of frozen precipitation falling onto the ocean surface. Both
Q..., and Q,, are positive, indicating that they act to cool the ocean.

7.3.5.3 Sensible heat fluxes

Q.... is the sensible heat transfer proportional to the difference between atmosphere and ocean tempera-
tures. Sensible heating generally acts to cool the ocean, particularly near western boundary currents such
as the Gulf Stream, Kuroshio, and Agulhas.

7.3.5.4 Heating from frazil

As the temperature of seawater cools to the freezing point, sea ice is formed, initially through the produc-
tion of frazil ice. Operationally in an ocean model, liquid water can be supercooled at any particular time
step through surface fluxes and transport. An adjustment process is used in the models to heat the liquid
water back to the freezing point, with this positive heat flux Q;,,; > 0 extracted from the ice model as frazil
sea ice is formed.

7.3.6 Penetrative shortwave heating

The penetrative shortwave radiative heat flux C, Q" > 0 arises from the net shortwave radiation entering
through the ocean surface and absorbed by seawater. This heat flux does not arise from turbulent or ad-
vective processes, which makes it distinct from other heat and salt fluxes impacting the ocean through its
upper boundary. This radiation is not generally deposited entirely within the ocean surface layer or the
top ocean model grid cell. Instead, a fraction of this radiation can penetrate to beneath the surface ocean
grid cell, with the fraction depending on the optical properties of seawater. Hence, we subtract a heat
flux C, Qp"(z = —Az), which represents the radiative shortwave heat flux passing through the bottom of the
surface ocean cell at z = —Az. It is the difference,

net shortwave heating of surface grid cell = C, (Q‘g“(z =1n)-Qp(z= —Az)) (7.30)

that stays in the surface grid cell. When considering the same budget for the surface ocean boundary layer,
we are interested in the shortwave flux that penetrates through the bottom of the boundary layer at z = —h.

7.3.7 Buoyancy budget for a surface ocean model grid cell

We now bring the previous fluxes together to form the budget for buoyancy in a surface grid cell due to the
impacts of surface fluxes. The resulting expression is then used to derive an expression for the buoyancy
forcing that acts on the ocean surface boundary layer. Buoyancy (equation (7.19)) has a time tendency given
by

_(Po\9B__  d© IS
(g) or PO tPs o (7.31)
where we introduced the shorthand notation
9p
po = (_a@ )Sp (7.32)
dp
pPs= (%)ep (7.33)
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for the partial derivatives of density with respect to conservative temperature and salinity, respectively,
each with pressure held constant. We wish to form an evolution equation for buoyancy at the ocean surface
grid cell just due to the effects of surface forcing. For this purpose, multiply the temperature equation
(7.20) by p o and add to the surface salinity equation (7.21) multiplied by p g

p,6(pdz0),+p,s(pdzS), = Qu(p,0 Om+p,sSm) +pe (-Q5 ™"+ Q") — .5 Qs (7.34)
where we introduced the shorthand
0 Qy =Qp (z=1)—Qp'(z=-Az). (7.35)

We now use the mass budget (7.22) and introduce the buoyancy tendency according to equation (7.31) to
realize an expression for the time tendency of the surface ocean buoyancy

JdB pen pen
(po/g)pdz (E) = Qn [0.0(©-On)+p,s(S=Sw) +pe (™" -5 Qp") +p,5 Qs- (7.36)

Now introduce the thermal expansion and saline contraction coefficients

1 {dp
a=-1 (%)S'p (7.37)

1 Ez?p)
N i 7.38
/3 Y (85 O,p ( )

to render B
dz (E) = 3 (Qn [~a(© ~©,) + B(S Sl +a (5, Q" — Qp"™) + B Qs ). (7.39)
Po

7.3.8 Surface boundary terms contributing to ocean buoyancy evolution

We now summarize the various surface boundary terms appearing on the right hand side of the surface
buoyancy budget (7.39).

7.3.8.1 Heat carried by water transport

Assuming a positive thermal expansion coefficient, @ > 0, the term —Q,, a (© —0©,,) reduces ocean buoyancy
when adding water Q,, > 0 to the ocean that is colder than the surface ocean temperature, ® = ®;_;. The
opposite occurs in regions of cold fresh waters, such as the Baltic, where a < 0. In such cases, adding
water to the ocean that is colder than the sea surface temperature increases seawater buoyancy. We now
consider in turn the three cases evaporation, precipitation, and liquid river runoff and indicate how they
are typically treated in climate models.

* It is quite accurate to assume that evaporating water leaves the ocean at the sea surface temperature,
so that
O = Oy, (7.40)

in which case there is no change to ocean buoyancy upon transfer of evaporating water across the
ocean surface. This is the approach taken by all ocean climate models.

* Precipitating liquid water need not fall on the ocean at the sea surface temperature, so that
OF? = Oy real world. (7.41)

Kantha and Clayson (2000) (see their page 429) discuss this difference, and the associated transfer of
heat across the ocean due to rain events, particularly in the West Pacific. However, we know of no
climate modeling application in which the atmospheric model component carries information about
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the temperature of its condensed water, nor the heat content of that water. Hence, operationally all
climate modeling applications assume that

OF® = O climate models, (7.42)

in which case there is no change in ocean buoyancy upon transfer of precipitating liquid water across
the ocean surface.

* Realistic river models carry the heat content of river water and pass this content to the ocean model
at river mouths. Following from the discussion surrounding equation (7.23), we may thus write the
river contribution to the buoyancy budget in the form

Hliquid runoff

_Qma(®_®m):a _Qm®+ (743)

Cliquid runoff [°
p

Depending on the heat content of liquid runoff relative to the sea surface, ocean buoyancy may in-
crease or decrease when liquid runoff enters the ocean.
7.3.8.2 Salt carried by water transport

The haline contraction coefficient, f, is generally positive. Hence, the term Q,, f(S — Sy,) increases ocean
buoyancy for those cases where the sea surface salinity, Sy—1, is greater than the salinity of the water trans-
ferred across the ocean surface. Most applications assume S, = 0, such as for evaporation and precipitation

Se® =0 (7.44)
Sprer = (), (7.45)
However, river models sometimes consider a nonzero salinity of the runoff, in which case

G liquid runoff _, () (7.46)

7.3.8.3 Penetrative radiation

Shortwave radiation is absorbed by seawater as it penetrates from the surface into the upper ocean. Hence,
0k Qp" > 0 so that radiation increases the grid cell buoyancy.

7.3.8.4 Non-penetrative heating

Longwave, latent, and sensible heating generally cool the upper ocean, and so lead to a decrease in ocean
buoyancy. In contrast, frazil heating in sea ice regions increases buoyancy. The net effect from the non-

non-pen

penetrative heat fluxes, Q,""™, can be to either increase or decrease buoyancy.

7.3.8.5 Salt fluxes due to sea ice melt or formation

Salt is exchanged with the ocean when sea ice melts and forms, so that the term Qg can either increase
(when salt is removed from the liquid ocean) or decrease (when salt is added to the liquid ocean) buoyancy.

7.3.9 Buoyancy forcing that acts on the OBL

The expression (7.39) for the buoyancy forcing from surface fluxes acting on a surface grid cell is now ex-
tended to an expression for the buoyancy forcing on the OBL. The only subtle point concerns the treatment
of penetrative shortwave radiation. Rather than consider that radiation leaving the bottom of the surface
cell at z = —Az, we are now concerned with that leaving the bottom of the boundary layer at z = —h. We also
multiply this penetrative flux by the thermal expansion coefficient at that depth, rather than the expansion
coefficient in the ocean surface cell. In this way we write the buoyancy forcing acting on the boundary layer

By = &0 l-a(© -0+ (5 =Sl ~a 0 + 5]+ (2 Q) _, ~(a Q). | (7.47)
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This expression for the net buoyancy forcing acting on the boundary layer can be written as the sum of two
terms

Bf =-wb' +Bp. (7.48)
The first term takes the form of a kinematic turbulent flux at the ocean surface
~wb' = % [Qu [~ (© ~©1) + B(S — S)] - Q5™ + Qs (7.49)

where the minus sign on the left hand side accounts for the assumption that w > 0 for upward velocity. The
second term accounts for the penetrative radiation, which is neither a turbulent flux nor advective flux

Br=(aQy),_ ~(@QF)_, (7.50)

The corresponding heat flux convergence onto the boundary layer is given by (see equation (A4) of Large
et al. (1994))

QR = (nge“)z:r] _( Pgm)zth. (751)

Notably, Bg, and hence By, are two-dimensional functions of the boundary forcing, even though they de-
pend on the depth to which the penetrative radiation extends.

7.4 Surface layer and Monin-Obukhov similarity

The semi-empirical Monin-Obukhov similarity theory has proven quite useful in describing general fea-
tures of boundary layer turbulence active in the atmospheric planetary boundary layer (see, e.g., Section 3.3
of Kantha and Clayson, 2000). One may thus choose to apply these ideas to the ocean planetary boundary
layer, particularly since the atmospheric boundary layer is far better measured than the ocean, and there
are certain features that are similar. However, before applying the Monin-Obukhov similarity theory to the
ocean, we acknowledge some characteristics of the ocean surface boundary layer that distinguish it from
atmospheric boundary layers.

* Surface ocean gravity waves can impact a nontrivial fraction of the ocean surface boundary layer,
whereas such waves only impact a small fraction of atmospheric boundary layers.

* The surface ocean velocity is generally the largest velocity in the ocean. In contrast, the surface
atmospheric velocity vanishes over land and is relatively small over the ocean.

e The surface ocean absorbs shortwave solar radiation, whereas the atmosphere is nearly transparent
to radiation.

Despite these basic distinctions between planetary boundary layers in the atmosphere and ocean, Large
et al. (1994) used the Monin-Obukhov similarity theory to introduce scales for turbulent fluctuations and
to identify non-dimensional similarity functions in the ocean surface layer.

7.4.1 The surface layer

A molecular layer exists within roughly a millimetre of the upper ocean interface, with this layer dominated
by molecular viscous and diffusive effects (Large, 1998). Since it is dominated by molecular viscous effects,
this layer is not turbulent and thus leads to negligible mixing of tracer and momentum. It is the molecular
layer that ultimately transfers properties between the ocean and atmosphere or ice, including momentum
and buoyancy. The more this layer is “corrugated” through wave breaking and other turbulent action, the
faster properties are transferred across the surface ocean interface.

The ocean surface layer (Figure 7.1) is a turbulent layer whose turbulent fluxes are roughly independent
of distance from the upper boundarys; i.e., the surface layer is nearly a constant flux layer. The surface layer
starts just beneath the molecular viscous layer. Turbulence within the surface layer delivers properties to
the molecular layer for transfer to the atmosphere or ice.? Given that no ocean model resolves the molecular
sublayer, the upper ocean interface at z = #j(x,y,t) in an ocean model operationally starts at the top of the
surface layer.

2Is there a good reference for this material?
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7.4.2 Monin-Obukhov similarity theory

The surface turbulent layer is of fundamental importance for determining the rate that properties are
transferred across the surface ocean interface. It thus plays a key role in how the ocean is forced. If
we needed to model all the details of this layer, then the problem of coupled modeling would perhaps
be intractable. Fortunately, the Monin-Obukhov similarity theory has proven to be quite useful in many
contexts, particularly for the atmosphere boundary layer. Following Large et al. (1994), we consider its use
for the ocean surface boundary layer.

Monin-Obukhov similarity theory assumes that the turbulent surface layer is a constant flux layer that
starts just beneath any roughness elements, and certainly beneath the the molecular sublayer. In the ab-
sence of breaking surface waves, roughness elements arise from capillary waves that allow the wind to affect
the otherwise smooth ocean surface, in which case the roughness length is on the order of centimetres. With
breaking surface waves, the roughness length can increase to the order of a metre (e.g., see concluding sec-
tion to Craig and Banner, 1994). Furthermore, the scalings from Monin-Obukhov are distinctly not correct
with surface wave breaking (e.g., Craig and Banner, 1994; Terray et al., 1996). In the formulation of Large
et al. (1994), surface gravity waves are ignored, though we have more to say on surface waves in Section
7.6.

Even if the surface layer is not a constant flux layer, the following scalings are relevant so long as
the surface fluxes remain the dominant parameters determining properties of this layer (Tennekes, 1973).
Within the surface layer, the relevant dimensional quantities are the distance d from the surface interface
at z =71, and the surface kinematic fluxes of momentum, tracer, scalars, and buoyancy

wu'l = surface kinematic momentum flux (7.52)
00 Cp w0 = surface kinematic heat flux (7.53)
ws'l = surface kinematic scalar (e.g., salt) flux (7.54)
wb'" = surface kinematic buoyancy flux. (7.55)

We now introduce the following dimensional scales.

* FRICTION VELOCITY: From the surface kinematic momentum flux, we introduce the turbulent velocity
scale, also known as the friction velocity scale

u? = [wal. (7.56)

Use of the identity (7.18) provides a means to compute the surface friction velocity given the surface
momentum stress
2
po s =|tl. (7.57)

* TEMPERATURE SCALE: From the surface kinematic heat flux and the surface kinematic momentum flux,
we define a scale for the surface turbulent temperature fluctuations

wo' w0
o)

The sign is chosen so that turbulent fluxes leading to surface ocean cooling, w0 >0, correspond to a
negative turbulent temperature scale, ©, < 0.

® SCALAR SCALE: From the surface kinematic scalar flux and the surface kinematic momentum flux, we
define a scale for the surface turbulent scalar fluctuations

ws'l
S, :—( . ) (7.59)

* BUOYANCY scALE: From the surface kinematic buoyancy flux ~wb' (equation (7.49)), and the penetra-
tive buoyancy flux By (equation (7.50), we define a scale for the surface turbulent buoyancy fluctua-

tions —
B -
B*:( f):[—“”’ +BR]. (7.60)
U, U,
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7.4.3 Similarity functions and length scale

The Monin-Obukhov similarity theory assumes the vertical gradient of any mean field, A, within the sur-
face turbulent layer is a function of the scale A, of its turbulent fluctuations, the buoyancy scale B,, the
velocity scale u,, and the vertical distance from the upper interface, d = —z + 17 (equation (7.10)). In this

case, we write

oA
g —\I’(d,u*,B*,A*), (761)

where W is an unknown function. Although no exact analytical expression exists for ¥, Monin-Obukhov
theory suggests that progress can be made by fitting data to the following form

JA A,
i (ﬁ) PA(C). (7.62)
In this expression,
K~ 0.4 (7.63)

is the von Karman constant, ¢4 (C) is a dimensionless similarity function or flux profile that is dependent
only on the scaled distance

(7.64)

Y
Il
[anl SN

and , ,
= u* = —u* = —IT/pO (765)
x B, KBf KBf

|3/2

is the Monin-Obukhov length scale determined by the ratio of the momentum forcing to buoyancy forcing.
The Monin-Obukhov length scale takes on the following values for the suite of available boundary
forcing

0 u,=0,B, =20 T:O,vatO zero winds

oo u,#0,B,=0 7=20,Bf=0 zerobuoyancy forcing (neutral forcing)

>0 u,#0,B,>0 7=0,Bf>0 stabilizing buoyancy forcing

<0 u,#0,B,<0 7T=0,B;<0 destabilizing or convective buoyancy forcing.

L= (7.66)

Notably, L is not the finite positive thickness of the surface turbulent layer (Figure 7.1), as evident since L
can be negative or infinite. Instead, L is the depth scale at which buoyancy production of turbulent kinetic
energy is of the same magnitude as shear production. For depths shallower than L > 0, shear production
dominates due to the effects from mechanical forcing through momentum stress T. The case L = oo is
trivially dominated by shear production since there is no buoyancy forcing. For depths deeper than L,
buoyancy production dominates the turbulence. The case of L < 0 (convection) is always dominated by
buoyancy production.

The similarity function ¢ appearing in equation (7.62) satisfies the following limit case under neutral
forcing (zero buoyancy forcing)

Pa(0)=1 arising from By = 0 so that L = co and C =d/L = 0. (7.67)

This limit reduces the more general Monin-Obukhov form for the vertical derivative (7.62) to the logarith-
mic Law of the Wall form

dA [ A, .

5, = neutral forcing so ¢, = 1. (7.68)

xd
In the general case of nonzero buoyancy forcing, we integrate the similarity form (7.62) to expose the
logrithmic Law of the Wall for neutral forcing, plus a term present with nonzero buoyancy forcing. For this
purpose, rewrite equation (7.62) in terms of the scaled Monin-Obukhov distance, C, to have

dA A,
Fid _(E) Pa(0), (7.69)
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where we used the relation between vertical increments through
dC =-Ldz (7.70)
using d = -z + 17 (equation (7.10)). We now vertically integrate equation (7.69) to have

1- -1
A((:):A(ZA/L)-F(/;*) J (%)dc’. (7.71)
Zy/L
In this expression,
Z, =roughness length (7.72)

introduced the roughness length associated with each fluctuating field. Within a distance Z, or less from
the boundary at z = #, the kinematic fluxes are not expected to be constant due to the impacts from rough-
ness elements. Hence, we expect the Monin-Obukhov similarity theory to breakdown when getting closer
than the roughness length to the surface.

Integrating the right hand side of equation (7.71) from the roughness length to an arbitrary point within
the surface layer renders®

C
A(C)=A(ZA/L)—(/I‘j)ln((:L/zA)+(AL*) f (%)dcc (7.73)
/L

As expected, the first term exposes the logarithmic Law of the Wall behaviour occurring for neutral forcing
conditions (¢ = 1). Deviations from Law of the Wall for non-neutral forcing are embodied in the integral
on the right hand side. Recall that values C < Z,/L are within the roughness elements or molecular sublayer,
so the theory cannot be applied there.

Large et al. (1994) (see their page 365) use atmospheric boundary layer results from Tennekes (1973) to
set the surface layer thickness to (see Figure 7.1)

€=0.1 fraction of KPP boundary layer occupied by surface layer. (7.74)

Within the surface layer, atmospheric boundary layer studies indicate that turbulent fluxes are within 20%
of their surface values when reaching a distance d = eh from the upper ocean interface at d = 0. The
value of € = 0.1 has never been observed in the ocean, but there is no reason to believe it is fundamentally
incorrect. Hence, this is the value taken for the KPP scheme.

7.5 Specifying the KPP parameterization

We are now ready to determine the KPP boundary layer depth, h, the diffusivity, K,, and non-local trans-
port, ¥,, thus enabling a full parameterization of the turbulent flux w A according to

m:_K"(aa_/z\_”)’ (7.75)
where the diffusivity is given by equation (7.7), rewritten here as
Ky(o) =hw)(c)Gy(0o). (7.76)
Recall that
o=d/h (7.77)

is the dimensionless distance from the upper surface normalized by the boundary layer thickness, with
d=-z+7 (7.78)

the dimensionful distance.

3The result (7.73) disagrees with equation (4) in Large et al. (1994) by a minus sign, with the origin of the minus sign the relation
(7.70) between infinitesimal changes in C and infinitesimal changes in z.
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7.5.1 The turbulent vertical velocity scale w)

We now determine the turbulent vertical velocity scale w) appearing in equation (7.76).

7.5.1.1 Velocity scale with stable buoyancy forcing

Following page 370 of Large et al. (1994), we first specify the velocity scale within the Monin-Obukhov
surface layer, where 0 = d/h < e = 0.1. We also assume stable buoyancy forcing, so that the non-local term,
7.1, vanishes. We later extend these results to the full boundary layer for arbitrary buoyancy forcing.

The similarity result (7.62) holds in the surface layer, in which

JA A,
¥l (E) DA (D). (7.79)

We may eliminate the vertical gradient dA/dz using the KPP parameterization (7.75) with a zero non-local
term under stable buoyancy forcing

kd (wA
7N :_A_*(K_A)' (7.80)

Substituting the turbulent scale A, = ~wA"/u, from equation (7.59) yields

wl
K A:Kdu*(—). (7.81)
A ¢ w/\q
The KPP diffusivity expression (7.76) then renders
wy(o)o G (a)—( el ) E (7.82)
! P @\t ) '

Recalling that 0 < € = 0.1 in the surface layer yields the approximate linear relation
o 'Gy(0)~a; +ay0, (7.83)

where we used expression (7.13) for the structure function G)(o). Furthermore, within the surface layer,
turbulent fluxes for any fluctuating field, wA’, are linearly proportional to their surface value, wA. We
may thus use this result to specify a part of the structure function according to
—0
wA
a1 +a0 = | — |- (784)
[wﬂ ]
Note that as shown in Section 7.5.3, there is generally a dependence of a, on the field A, whereas a; is
unity for all fields. With the specification (7.84), we are led to an expression for the turbulent velocity scale
within the surface layer

KU,

= m for stable forcing By >0 and 0 <o <e. (7.85)

w) (o)

Troen and Mahrt (1986) assume this expression is valid throughout the stably forced boundary layer for
0<o0 <1, and Large et al. (1994) also make that assumption.

7.5.1.2 Velocity scale with unstable buoyancy forcing

For unstable buoyancy forcing conditions, By < 0, the turbulent velocity scales within the surface layer
are assumed to be the same as the stable velocity scale (7.85), again within the surface layer. For unstable
forcing beneath the surface layer, € < 0 < 1, Large et al. (1994) cap the velocity scale to that evaluated at the
base of the surface layer at 0 = €.
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7.5.1.3 Summarizing properties of the turbulent velocity scale

The net result for all conditions is that the turbulent vertical velocity scale is given by

qb;\l (ch/L) stable forcing By > 0 OBL 0<o<1
wy(o)=xu, cj);\l (0 h/L) unstable forcing Bf <0 surface layer o<e (7.86)
({);\1 (eh/L) unstable forcing Bf <0 OBL beneath surface layer e<o <1.

We now summarize various properties of the velocity scale, with these properties reflected in Figure 7.3.

* sTABLE FORCING: The similarity functions ¢, and velocity scales w) satisfy the following properties
under positive buoyancy forcing, By > 0.
— The similarity functions are increased so that the turbulent velocity scales are reduced.
— The similarity functions are the same for all scalars and momentum, so that the velocity scales

w, are the same.

* NEUTRAL FORCING: with zero buoyancy forcing, By = 0, the similarity functions satisfy ¢4 =1, so that
wy(0) = K u,.

* UNSTABLE FORCING: The similarity functions ¢, and velocity scales w, satisfy the following properties
under negative buoyancy forcing, By <0.
— The similarity functions ¢4 are reduced so that the turbulent velocity scales w) are enhanced.

— The similarity functions for momentum are larger than those for scalars, so that the velocity
scales for momentum are smaller than for scalars: w,, < w;.

— In the convective limit, for which u, — 0, the velocity scales behave according to
wy ~w, = (-Bph)'>. (7.87)
In order to satisfy this scaling, the similarity functions ¢, must have the form

)—1/3

P =(ay—c,C convective conditions with u, — 0, (7.88)

where ¢ = d/L << 0, and the constants a, and c, are chosen to match the convective form (7.88)
to less unstable forms.

We now use the expression (7.88) within the unstable surface layer (0 < €) form in (7.86) to
render

K(a,\uf—c,\ufl)l/3

kfayud—cyud(ho/L))"?
K (

a,\uf—c,\aKth)l/3 (7.89)

w)

:K(a/\uf+c,\akwf)1/3

- xw,(cyox)3,
where the final limit case is for the convective limit with u, — 0. Likewise, outside the surface
layer (e <o < 1) we have

1/3 1/3

wy =x(ayul+c exwd)? 5 xw, (c ex)’?, (7.90)

where again the final limit case is for the convective limit with u, — 0.
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Figure 7.3: Thisis a reproduction of Figure 2 from Large et al. (1994). The vertical axis is the dimensionless
vertical coordinate o = d/h within the KPP boundary layer 0 < ¢ < 1. The left panel shows the vertical
profile of the shape or structure function, G,(0), used to scale the vertical diffusivity via equation (7.76).
The analytic form shown here is given by G,(0) = o (1 - 0)2, which corresponds to the Troen and Mahrt
(1986) form and which is independent of the quantity A being diffused. Large et al. (1994) chose a more
general form, based on the need to match boundary layer diffusivities to interior diffusivities in which case
the shape function becomes a function of A. We detail this approach in Section 7.5.3. The right panel shows
various examples of the normalized turbulent velocity scale w, (called w, in Large et al. (1994)), with the
examples differing by the value of the dimensionless ratio h/L between the boundary layer depth, &, and
the Monin-Obukhov length scale L. For unstable buoyancy forcing, L < 0, the velocity scale for scalars,
w, (dashed lines), is greater than that for momentum, w,, (solid lines). For stable forcing, L > 0, and both
scalar and momentum have the same turbulent velocity scales, w, = w,,,. In general, the turbulent velocity
scale is enhanced with unstable surface buoyancy forcing, and reduced with stable buoyancy forcing.

7.5.2 Similarity functions ¢

The vertical velocity scales are functions of the similarity functions ¢4, also called the dimensionless flux
profiles. Appendix B of Large et al. (1994) present analytic forms for these functions, based on fits to
available data, with their Figure B1 (reproduced here as Figure 7.4) providing a summary of the choices for
the momentum function ¢,, and the scalar function ¢;. Both functions agree for stable buoyancy forcing,
and they depend linearly on the dimensionless Monin-Obukhov length C =d/L = o h/L.

7.5.2.1 The Large et al. (1994) choices for unstable buoyancy forcing

For unstable buoyancy forcing, where L < 0 and so C < 0, there are two regimes. The scalar function ¢ is
always less than the momentum function ¢,,. Hence, for unstable forcing there is a larger turbulent velocity
scale for the scalars than momentum, and thus a larger vertical diffusivity for scalars. The turbulent Prandtl
number, Pr, is given by the ratio of the flux functions

Pr =K,,/Ks = wy/wg = ¢/ Ps. (7.91)
The choices made by Large et al. (1994) lead to a Prandtl number in the convective limit (¢ — —o0) of
Pr — (cp/cs)/® = 0.44, (7.92)

where ¢, and c; are parameters in the similarity functions ¢,, and ¢, respectively.
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Figure 7.4: This is a reproduction of Figure B1 from Large et al. (1994). The vertical axis provides values
for the dimensionless flux profiles, ¢, for momentum and scalars, and the horizontal axis gives the di-
mensionless Monin-Obukhov length scale ¢ = d/L = o h/L. There is a transition across the neutrally forced
value of C = 0. For stable buoyancy forcing (C > 0), both functions are the same, ¢ = ¢,,, and are linear
functions of C. For unstable buoyancy forcing (C < 0), the scalar function is less than momentum, ¢, < ¢,,,
with both functions falling off with a negative fractional power. The analytic forms for the functions are
given by equations (B1) and (B2) in Large et al. (1994).

7.5.2.2 Alternative choices for unstable buoyancy forcing

Large et al. (1994) chose two regimes for the unstable buoyancy forced range, transitioning from different
fractional exponents near C = 0, to the same —1/3 power for larger negative C. The scalar function ¢; falls
off faster near C = 0, with a power —1/2, whereas the momentum function ¢,, falls off with a —1/4 power.
This initial distinct fractional power falloff sets the scale for the Prandtl number in this portion of C in the
weakly unstable regime.

Having two regimes for the negative buoyancy forcing adds complexity to the algorithm. We thus
consider how well the original two-regime forms for ¢, and ¢, can be fit using a single regime, using only
the fractional power —1/3. Tests suggest that the following forms may be suitable

Pm(C) = { (11+_59CC),1/3 (C: z 8 (7.93)
1+5¢ >0
$s(C) ={ (1- 600113 ¢ <o, (7.94)

A comparison of the original forms from Large et al. (1994) to the alternative forms is shown in Figure
7.5. Also shown is the ratio of these two functions which yields the turbulent Prandtl number according to
equation (7.91). The agreement between the original forms and the new forms is worse when considering
the Prandtl number.
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Ratios of g,/ g, for two versions of g, and ¢,

fonless flux profil g,

dimensionless flx profile @,
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% s 16 1s 12 T 08 06
M-0 dimensionless length { = diL = o h /L
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M-0 dimensionless length £ = diL = o h /L M-O dimensionless length ¢ = d/L = h /L

Figure 7.5: Shown here are alternative flux profiles given by equations (7.93) and (7.94), as well as their
ratio ¢s/¢,,, with this ratio defining the turbulent Prandtl number, or the ratio of the vertical momentum
viscosity to vertical tracer diffusivity.

7.5.3 The shape function G,(0)

The vertical shape function G, (o) is given by the cubic polynomial
Gy(o)=ag+a,0+a,0’ +azo°. (7.95)

As already noted when introducing this cubic expression (equation (7.13)), turbulent eddies do not cross
the ocean surface at 0 = 0, so the diffusivity should vanish at ¢ = 0. This constraint is satisfied by setting

ao = 0. (7.96)

We now discuss further constraints to specify the remaining coefficients.
We start by rewriting the expression (7.84) that expresses the ratio of turbulent fluxes within the surface
layer to those at the surface boundary

—°
a1 +ao = (w:/\,]] surface layer: 0 <o <e. (7.97)
w

Satisfying this relation at the ocean surface, o = 0, requires

a; =1, (7.98)
so that .
wA
l+ayo=|— surface layer: 0 <o <e. (7.99)
wA
Now define the ratio .
wA
/5,\:[— , (7.100)
wA!

which is the ratio of the turbulent flux at the base of the surface layer, o = ¢, to the flux at the upper ocean
interface, z = #. For atmospheric boundary layers, Troen and Mahrt (1986) set

Br=2e€ atmospheric boundary layers, (7.101)

with € = 0.1. Troen and Mahrt (1986) further assume both the shape function and its first derivative vanish
at the base of the boundary layer, 0 = 1. These assumptions lead to the cubic expression valid for all
fluctuating fields A

G(o)=0(1-0)? atmospheric boundary layers, (7.102)

with this function exhibited in the left panel of Figure 7.3.
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Large et al. (1994) also assume the surface layer is 10% of the boundary layer, so that
e=0.1 KPP scheme. (7.103)

However, they consider a more general approach for the remaining approach to deriving the shape func-
tion. The key reason to generalize the atmospheric approach of Troen and Mahrt (1986) is to admit the
possibility of ocean boundary layer turbulence to be impacted by interior mixing, with this mixing param-
eterized by downgradient vertical diffusion. Such diffusion generally introduces distinct diffusivities for
tracers (e.g., double diffusion) as well as for momentum (e.g., non-unit Prandtl number). For these reasons,
Large et al. (1994) insist that both the diffusivity and its vertical derivative match across the base of the
boundary layer at 0 = 1. This matching condition leads to the constraints (18) given by Large et al. (1994),
which in turn leads to shape functions that are dependent on the field being transported.

Matching both the shape function and its vertical derivative across the boundary layer base adds com-
plexity to the KPP algorithm. Furthermore, it is unclear how accurate one can in fact satisfy both matching
conditions on a finite grid with potentially coarse vertical grid spacing at the boundary layer base. To sim-
plify the KPP algorithm, we drop the need to match the vertical derivative of the diffusivity. Instead, we
assume continuity of the diffusivity with a vanishing derivative at the boundary layer base, 0 = 1. Setting
d;G(0) =0 at 0 =1 leads to the relation

3&3:—(14-2[12). (7104)
Matching diffusivities at o = 1 between the boundary layer and interior value leads to
3Ky(h)
=-2 , 7.105
e b 7:109)

where the diffusivity K (h) is determined by parameterizations of interior mixing. Substituting this expres-
sion for 4, into equation (7.104) for a3 leads to

. (2Ka(h)
ag_l—(th(h)). (7.106)

Allowing for the interior mixing to influence the KPP boundary layer scheme suggests that the KPP calcu-
lation should be called after the various methods used to compute interior diffusivities.

7.5.4 The non-local transport y,

We now consider the parameterization for the non-local transport (see Section 7.1.4) as suggested by Large
et al. (1994). Again, the KPP parameterization takes the form (equation (7.3))

m:—K,\(a&—lz\—y,\), (7.107)

so that that non-local portion of the turbulent flux is parameterized according to

——non-local

:K/\y/\, (7108)
where K, takes the form in equation (7.76):
Ky(0)=hw,(0)G,(0). (7.109)

For completeness, we repeat elements of the outline presented in Section 7.1.4.

7.5.4.1 General features of y, with the KPP parameterization

e Smyth et al. (2002) consider a non-local term for momentum. Until their ideas have been fully tested
in climate models, we follow recommendations from (Large et al., 1994), who set the non-local mo-
mentum transport to zero:

o = { 0 if 1 = (u,v,w) a velocity component (7.110)

#0 nonzeroif A = 0,s or another tracer.
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* The non-local transport is non-zero only within the OBL:

0 ifo>1
7= {iO ifo<o<l. (7.111)

* The non-local transport is non-zero only in the presence of destabilizing negative surface ocean buoy-

ancy flux:
_J 0 for By >0
na = {;co for By <0. (7.112)

* The non-local transport for temperature and arbitrary scalars is given by the following form for desta-
bilizing negative surface ocean buoyancy fluxes:

w0 - Qr/(po Cy)
ws
Vs =Cs (—hws(a))' (7.114)
where
Cs=C,x(csxe)3, (7.115)
with
C.=10, (7.116)

and Qg is the heat flux from penetrative radiation given by equation (7.51).

Combining the parameterizations (7.113) and (7.114) for the non-local term y,, with that for the
vertical diffusivity K in equation (7.109) renders the non-local flux parameterization in the form

non-local

w8 =Ko yg = G(0) Cs (w0 - Qr/(po Cp)) (7.117)
ws el = Koy, = Gy(0) Cs (ws'). (7.118)

Notice how explicit dependence on both the turbulent velocity scale, w,, and boundary layer depth,
h, drop out from the parameterization of the non-local flux.

7.5.4.2 Potential problems with the parameterized non-local transport

Experience has shown that there are cases when the parameteried non-local flux, (7.117) of (7.118), can
produce values larger than the surface flux. That is, one may realize cases when

Gy(o)Cs>1 non-local flux greater than surface flux. (7.119)

This situation arises particularly near the boundary layer base, o = 1, when the interior diffusivity is large.
The matching conditions employed by Large et al. (1994) (Section 7.5.3) then lead to a very large value for
the shape function G(o). In this case, one may be exposed to the production of extrema in the tracer field.
In the presence of sea-ice, problems may arise particularly in fresh water regions such as the Baltic Sea
where the thermal expansion coefficient is negative, @ < 0 (Martin Schmidt, personal communication).

The following modifications to the original Large et al. (1994) scheme have been found useful to reduce
the potential for the non-local term to be problematic.

* INTERIOR GRAVITATIONAL INSTABILITIES: When the vertical stratification is unstable (N2 < 0), vertical
diffusivity is enhanced to remove the gravitational instability. Notably, it is not appropriate to en-
hance the diffusivity within the KPP boundary layer, beyond that already computed via the KPP
scheme, even when N? < 0. On those occasions when the instabilities appear beneath the bound-
ary layer, diffusivities are enhanced. If one insisted that such diffusivities should match those in the
boundary layer, then the shape function G(o) would indeed become quite large in magnitude. Hence,
NCAR recommends that one pull the “convective adjustment” portion of the mixing scheme outside
of the KPP portion of the algorithm. That is, the interior convective instability diffusivities are not
matched to the KPP boundary layer diffusivities.
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* SIMPLER MATCHING: As noted in Section 7.5.3, we propose to simplify the matching at the boundary
layer base, so that only the diffusivities match across the boundary layer base, rather than also insist-
ing on the derivative of the diffusivities as proposed by Large et al. (1994). The simplified matching
condition leads to less problems computing discrete vertical derivatives of the diffusivities, and in
turn produces more well regularized diffusivities and shape functions.

7.5.5 The bulk Richardson number and the OBL thickness h

Large et al. (1994) define the KPP boundary layer depth to be the first depth at which the bulk Richardson
number, Rijj, equals to a critical Richardson number, Ri.. The bulk Richardson number is computed using
bulk averaged buoyancy, B,, and horizontal velocity, U,, over the surface layer, 0 < o < ¢, so that

Riy(d) = d[B, —B(d)] . (7.120)
U, —U(d)P + U;
Recall the buoyancy was defined by equation (7.19) as
B:g(w), (7.121)
Po

where p is the in-situ density and p is a constant reference density. In the denominator of the bulk Richard-
son number (7.120), Large et al. (1994) add the term Utz, which is associated with parameterized unresolved
vertical shears that may act to further reduce the bulk Richardson number.

The physics underlying the definition (7.120) is that boundary layer eddies with a suface layer buoy-
ancy B, and velocity U, may penetrate to the full boundary layer h, at which point their turbulence is
suppressed by the reduced shear and increased buoyancy stratification. We now comment in turn on both
the specification of the buoyancy in the numerator, and the unresolved shear in the denominator.

7.5.5.1 Gravitational stability

Section 2.2 presents a general discussion of local gravitational stability. We summarize some of that ma-
terial here, as it is useful for the purpose of determining gravitational stability for parcels that are a finite
distance from one another. The key result is equation (7.122), in which we express the density difference
between an ambient parcel and a parcel that was transferred to the same location through an adiabatic and
isohaline displacement

p(z+dz) - p(z+dz) =p[O©(z+dz),S(z+dz),p(z+dz)] - p[O(z + dz), S(z+ dz), p(2)]

00 as
=pdz [_“(5)”3(5)] (7.122)

— _(p_dz)Nz,
8

adiabatic/isohaline

where the final equality introduced the squared buoyancy frequency

s 8S) (7.123)

2— —_— JE—
N —g(a 0z [382

To help expose the physics of this result, consider two cases of vertically downward parcel displacements,
dz<0.

* GRAVITATIONALLY STABLE: N2 > 0: In this case, a vertically downward displacement occurring without
heat or salt exchange will produce a parcel density that is less than the ambient density: p(z+dz)—p(z+
d2) gibaticsisonaine > 0- This particular adiabatic and isohaline displacement is hence resisted by buoyancy
forces. The vertical density profile is thus gravitationally stable.
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* GRAVITATIONALLY UNSTABLE: N2 < 0: Now the downward adiabatic and isohaline displacement leads
to a greater density than the ambient environment: p(z + dz) — p(z + dz),gupuic/isonaine < 0- Hence, this
particular adiabatic and isohaline displacement is encouraged through buoyancy forces to deepen
even further. The vertical density profile is thus gravitationally unstable.

We now extend these ideas to the finite depth of a surface boundary layer. That is, we develop a means
to compute the gravitational stability of seawater parcels that are a finite distance from one another. The
question fundamentally concerns the sign of the difference p(z+A)—p(z+A),gipacicsisonaines Where z is an arbitrary
finite position in the ocean and A > 0 is a finite distance.

We start with the following identities

z+A

p(z+A)-p(z) = J dp

4

(7.124)
T 0 s 1 9
_ _a 22 592 oP
= dez( o e +pB P +pcszmd ek
z
as well as
zZ+A
P(Z + A)adiabatic/isohaline - P(Z) = J dpadiabatic/isoha]ine
A ; (7.125)
_ 1 dp
- f pdz (pCiund Jz )
z
which then leads to
zZ+A
1 )
P(z+A) = p(z+ A),givasicsisonatine = _§ f N2 pdz". (7.126)
z

For determining the vertical extent of the surface boundary layer, we are interested in determining the
stability of a parcel in the surface layer relative to a deeper parcel. Hence, we consider downward displace-
ments that start from the ocean surface at z = 7 so that

n
1 ’
P~ = P(-Bsnie = ¢ fwz pdz. (7.127)
“A

To check the signs in equation (7.127), note that for cases of N2 > 0 for a full water column, an adiabatic
and isohaline downward displacement always results in a less dense parcel than the surrounding water,
which is expected for a full column of gravitationally stable stratification.

In summary, we may compute the gravitational stability of parcels separated by a finite distance through
two equivalent methods as determined by the two sides to equation (7.127). Again, the left hand side is
computed according to the following evaluations of the equation of state:

plz=-A) = p[O(z = ~A),S(z = ~A),p(z = ~A)] (7.128)
P(2 = =A) sgiavaticrischatine = P [©(z=2),5(z=1z1),p(z=-A)]. (7.129)

That is, the adiabatic and isohaline density at z = —A is computed using the temperature and salinity of
the origination depth, termed here z = z;, yet with the local pressure at z = —A. Alternatively, we may
evaluate the integral on the right hand side of equation (7.127), which is based on vertically integrating the
squared buoyancy frequency. Differences in practice arise from numerical truncation errors. As proposed
below, there are algorithmic reasons to favor a bulk Richardson number calculation based on the buoyancy
frequency integral.
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7.5.5.2 The Rij, calculation

The bulk Richardson number from Large et al. (1994) (equation (7.120)), is defined as the ratio of a buoy-
ancy difference to a squared shear of horizontal velocity. We now propose that the buoyancy difference
in the numerator should be replaced by the density difference (7.127), as we showed this density differ-
ence represents a measure of the gravitational stability of a finite depth water column. However, there
is one slight modification to equation (7.127), with the temperature and salinity at the origination depth
corresponding to values averaged over the surface layer ©,,S,, so that

p(z=-A)" =p[0©,,S,,p(z=-A)]. (7.130)

adiabatic/isohaline

These results motivate the following definition for a bulk Richardson number

=-A)—p(z=—A)T iionat
RiZPPa(Z = —A) = (g) ( p(z ) p(z )adlazbauc/xsohalme , (7.131)
Po U, -U(@d)]? + U;

with this definition according to that from Large et al. (1994) in equation (7.120). There are useful al-
gorithmic reasons to eschew recomputing the equation of state and determining a surface layer averaged
temperature and salinity profile. For that purpose, we propose the following alternative definition, based
on the right hand side of equation (7.127)

n

[ N?pdz
z=—A
U, -U@)?+U? |

A
Rl’KPPbZZ_A —_| =
i ) (Po)

(7.132)

Since the definition Ri,"™ does not require recomputation of the equation of state, it is more amenable to
kernalization, with the kernal given values of the buoyancy frequency, N2, from the calling model. On
the discrete grid, there will be differences between Ri;”’a and Ri;”’b, but these differences are at the level of

numerical roundoff, and not physically meaningful.

7.5.5.3 Unresolved shear U;

The shear, U,/d, in the bulk Richardson number (7.120), or any of the alternatives such as (7.131) or (7.132),
acknowledges the potential presence of unresolved shears that can impact on the boundary layer depth.
Large et al. (1994) present an argument on page 372 that focuses on an unresolved shear that reduces to a
desired form for the case of pure convection

Cv (_/5T)1/2

T (cse)™V2d N w;. (7.133)
1. K

UA(d) =

The constant C,, sets the buoyancy frequency at the entrainment depth, and its value is expected to be
1<C, <2 (7.134)

The constant c; is part of the similarity functions discussed in Section 7.4.3. The constant fr is discussed
in the caption to Figure 7.2, and is represents the ratio of the buoyancy flux at the entrainment depth, h,,

to the buoyancy flux at the surface,
—-d=h —d=
wo' = prwp (7.135)
with
Br~0.2 (7.136)

an empirical result. The critical Richardson number, Ri,, is used to determine when the boundary layer
base is reached, in which case stratification and/or reduced shear lead to a bulk Richardson number larger
than the critical value. Large et al. (1994) choose the value

Ri. = 0.3. (7.137)
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The dimensionless number € determines the thickness of the surface layer as in Figure 7.1, with
€=0.1 (7.138)

chosen by Large et al. (1994).
It is notable that there are no surface gravity wave parameters in the specification of the unresolved
shear. We have more to say on this topic in Section 7.6.

7.5.5.4 Restrictions on /i under stable buoyancy forcing

Large et al. (1994) suggest on page 372 that for stable buoyancy forcing, By > 0, the boundary layer thick-
ness, h, should be no larger than either the Monin-Obukhov length scale, L, or the Ekman length scale,

hg =0.7 u,/f, (7.139)
with f the Coriolis parameter. The following reasons are noted to motivate these two restrictions.

* MoniN-OsukHOV: At depths deeper than L, buoyancy stratification suppresses the mechanically
forced turbulence, thus cutting off the boundary layer.

+ Exman: The Ekman depth is the extent of the boundary layer in neutral stratification (N2 = 0). With
stable buoyancy forcing, By > 0, we then expect the boundary layer depth to be less than the Ekman
depth.

As noted in Large et al. (1994) and Large and Gent (1999), the restriction based on the Monin-Obukhov
has been dropped in the NCAR implementation of KPP, as it does not lead to favorable effects. Dropping
this constraint is also supported by the results from Shchepetkin (2005) and Lemarié et al. (2012). Likewise,
the constraint based on the Ekman depth is not used, as little sensitivity was seen with its use. Hence, there
are no restrictions for the maximum boundary layer depth under stable forcing imposed by the NCAR
implementation of KPP.

The key problem with the Monin-Obukhov length scale, L, relates to the question of how to include
penetrative shortwave heating in the calculation of the buoyancy forcing, By (Section 7.3.9). Depending
on the depth over which the penetrative heating is included (equation (7.50)), one can produce a positive
Monin-Obukhov length (if including sufficient shortwave heating) or negative (if including less heating).
Since there is no fundamental reason to choose a particular amount of the shortwave when considering
the total buoyancy forcing, there is no compelling reason to enforce the L constraint on boundary layer
thickness.

7.6 KPP with surface waves

The KPP formulation presented by Large et al. (1994) ignores surface gravity waves. One example where
waves have been incorporated to a boundary layer scheme is the work from Craig and Banner (1994), where
waves have been incorporated to a 2.5 level turbulence closure scheme. The basis for KPP must be revisited
in regions of breaking waves, since breaking waves modify the Monin-Obukhov similarity scalings (Terray
et al., 1996). This work has not been considered, so the modifications to KPP with waves represents a
research project. In this section, we identify some incremental steps that may be considered for modifying
aspects of KPP to incorporate features of surface waves. Even with these more humble aspirations, there
are many questions.

7.6.1 Modified budgets with Stokes velocity

Large eddy simulations that incorporate surface waves, such as those from McWilliams et al. (1997),
McWilliams and Sullivan (2001) and Sullivan et al. (2007), include a contribution in the momentum equa-
tion from the Stokes velocity on the Coriolis force as well as a vortex force. The density equation includes
an added advection from the Stokes velocity. The subgrid scale turbulent kinetic energy equation also in-
cludes an advection from the Stokes velocity, as well as vertical shear term on the Stokes velocity coupled
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to the subgrid scale stresses, thus acting to produce turbulent kinetic energy. Mathematically, these terms
take the form (see equations (4a), (4b) and (4c) from Sullivan and McWilliams (2010))

ov

S fEAVI VI A (7.140)
daC

S =V (7.141)
8E avs}okes

E :...—Vsmkes'VE—Ti381—x3 (7142)

where v is the velocity field (1, v, w) resolved by the LES, w = V A v is the vorticity, v is the Stokes velocity
due to wave motions, C is an arbitrary tracer concentration, E is the turbulent kinetic energy, and Tij is the
deviatoric subgrid-scale stress tensor. The dots denote standard terms such as pressure gradients, friction,
etc.

The question arises as to whether a hydrostatic primitive equation should also modify the prognostic
equations for momentum and tracer in a manner emulating that done for the LES. We offer the following
reasons to not do so.

* In present applications with hydrostatic primitive equation ocean models, a wave model provides
information about the Stokes velocity, or an estimate of this velocity is made based on wind stress
(Li and Garrett, 1993). However, there is no feedback to the waves from the circulation. Indeed,
there is no such feedback considered in the LES studies from McWilliams et al. (1997), McWilliams
and Sullivan (2001) and Sullivan et al. (2007). For the primitive equation models used for climate
research, it would be problematic to have a quiescent Eulerian mean flow impacted by a wave to thus
initiate inertial circulations. In fact, it is the Stokes circulation itself that should be impacted.

* The Stokes circulation velocity, v****, is generally considered to have only horizontal components

vstokes — (ustokes’ vs(okes, 0) (7, 1 43)

These components are horizontally divergent. Hence, their presence in the flux-form tracer equation
appears both as an advection plus a source term.

* There are cases where the large-scale Eulerian mean flow in an LES will compensate for the Stokes
flow, leading to a vanishing Lagrangian mean velocity. This balance cannot be represented in a prim-
itive equation ocean model, so the selective introduction of only a piece of the full dynamics can lead
to spurious effects.

In conclusion, introduction of the Stokes velocity into the tracer and momentum equations of a hydrostatic
primitive equation ocean model is not recommended.

7.6.2 Modifications from Stokes velocity and Langmuir turbulence

* Itis conjectured that the most important change to KPP may arise from enhanced shear due to Stokes
velocity when computing bulk Richardson number (Section 7.5.5). We must be careful to note that
in some cases, a piece of the Eulerian and Stokes velocities in fact cancel, leaving only a residual ve-
locity whose vertical shear impacts the bulk Richardson number. However, this result needs some
care to distinguish the potential for this effect to occur on the larger scaled represented in a prim-
itive equation model. Note that for some reason, Smyth et al. (2002) do not consider this effect in
their modifications to KPP from waves and Langmuir turbulence. Perhaps they assume there is a
piece of the unresolved Eulerian velocity that exactly cancels the Stokes velocity, thus leaving no new
unresolved term in the bulk Richardson number calculation.

* There are additional changes to the turbulent velocity scale, w,, that may arise from Langmuir turbu-
lence. Questions arise regarding the precise calculation of the Langmuir number, the scaling added
to the turbulence velocity scale, and the depth dependence of the Langmuir number.
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The purpose of this chapter is to present the vertical convective mixing scheme available in CVMix. The
following CVMix Fortran module is directly connected to the material in this chapter:

vmix_convection.F90.

8.1 Introduction to convective mixing

The hydrostatic approximation necessitates the use of a parameterization of vertical overturning processes.
The original parameterization used by Bryan in the 1960’s was motivated largely from ideas then used for
modeling convection in stars (Bryan (1969)). Work by Marshall and collaborators (Klinger et al. (1996),
Marshall et al. (1997)) have largely supported the basic ideas of vertical adjustment for purposes of large-
scale ocean circulation.

The Cox (1984) implementation of convective adjustment (the “NCON” scheme) may leave columns
unstable after completing the code’s adjustment loop. Various full convective schemes have come on-
line, with that from Rahmstorf (1993) implemented in MOM. An alternative to the traditional form of
convective adjustment is to increase the vertical mixing coefficient to some large value (say > 10m?s~!) in
order to quickly diffuse vertically unstable water columns. Indeed, it is this form recommended from the
study of Klinger et al. (1996), and it is the approach commonly used in boundary layer schemes such as
Pacanowski and Philander (1981) and Large et al. (1994). It is this vertical convective mixing approach that
is supported in CVMix.

8.2 Time-implicit vertical mixing

An explicit treatment, especially with fine vertical grid resolution, places an unreasonable limitation on
the size of the time step associated with vertical mixing processes. The use of fine vertical resolution with
sophisticated mixed layer and/or neutral physics schemes has prompted the near universal time-implicit
treatment of vertical mixing in ocean climate models.
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The purpose of this chapter is to summarize an option in CVMix to specify the vertical tracer diffu-
sivities based on setting a floor to the power dissipation. The following CVMix Fortran module is directly
connected to the material in this chapter:

vmix_dissipation.F90

9.1 Power dissipation from vertical diffusion

Vertical tracer diffusion is associated with a dissipation of power. Assuming temperature and salinity have
the same vertical diffusivities leads to the expression for power dissipation (W m~2)

e=pxN?
~ dp 90 . dp 9S (9.1)
- "800 92 7 95 9z )
In these equations, x is the vertical tracer diffusivity and g is the gravitational acceleration. When the

temperature and salinity diffusivities differ, as occurs with double diffusion (Chapter 6), power dissipation
is computed via

dp 90 dp 9S

- - tem, =< = |- salt | = = |- 9.2
€TEr "(99 az) g"‘(as az) (9-2)

9.2 Setting a floor to the dissipation

We now compute a floor to the dissipation according to
Eﬂoor = emin + B |N|J (9.3)

where

€., ~10°Wm3 (9.4)
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is a specified minimum power dissipation (set according to a namelist),
B~15x10"%ym™3 (9.5)

is another namelist parameter, and |N]| is the absolute value of the buoyancy frequency. The B|N| contribu-
tion to dissipation is motivated by the stratification dependent diffusivity proposed by Gargett (1984). We
establish a floor to the vertical diffusivity according to

€ronr [resularized
Kﬂoor = T
0264, (9-6)
T po(N2+Q?)
In this equation,
4 0.2N?
I‘regulanzed - 9.7
N2+Q? (97)
is a regularized mixing efficiency, and
Q=7.2921x107s"" (9.8)

is the angular rotation rate of the earth about its axis and around the sun.

When utilizing this module in CVMix, the tracer diffusivity used for temperature, salinity, and passive
tracers is set to be no smaller than x,,,. The check is made at the end of the vertical mixing processes for
whether the diffusivity satisfies this constraint (see Figure 1.1). If too small, then diffusivity is increased to
meet the constraint. This approach was used in the isopycnal ocean model component used for the GFDL
Earth System Model discussed by Dunne et al. (2012).
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