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Abstract

As the penetration of solar power increases, the variable generation from this renewable resource will necessitate solar irradiance fore-
casts for utility companies to balance the energy grid. In this study, the temporal irradiance variability is calculated by the temporal stan-
dard deviation of the Global Horizontal Irradiance (GHI) at eight sites in the Sacramento Valley and the spatial irradiance variability is
quantified by the standard deviation across those same sites. Our proposed artificial intelligence forecasting technique is a model tree
with a nearest neighbor option to predict the irradiance variability directly. The model tree technique reduces the mean absolute error
of the variability prediction between 10% and 55% compared to using climatological average values of the temporal and spatial GHI
standard deviation. These forecasts are made at 15-min intervals out to 180-min. A data denial experiment showed that the addition
of surface weather observations improved the forecasting skill of the model tree by approximately 10%. These results indicate that
the model tree technique can be implemented in real-time to produce solar variability forecasts to aid utility companies in energy grid

management.
© 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

The finite supply of fossil fuels and their contribution to
climate change will require an increasing utilization of
renewable energy. A major concern is that the power gen-
eration is variable from renewable energy sources like wind
and solar. Solar energy, in particular, varies over a broad
range of space and time scales because of the complex
dynamic evolution of clouds. Lew et al. (2012) provided
evidence of the challenge of solar power integration with
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the results showing that the variability of power output
was higher with high penetrations of solar than with high
penetrations of wind. An important issue with generation
of power from solar energy is the lack of storage for pho-
tovoltaic (PV) systems, meaning that the energy must be
used as it is produced and cannot be effectively stored
under current technology constraints. Concentrated Solar
Power (CSP) systems, on the other hand, use mirrors or
lenses to concentrate sunlight, often used to heat a sub-
stance (liquids, salts, etc.) in order to thermally store
energy for some period of time, damping the power
fluctuations.

Rapid changes in weather conditions, especially cloud
growth, advection, and dissipation, cause variability in
solar power, particularly from PV systems. Because sparse
meteorological data do not fully resolve the cloud field,
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deterministic forecasts do not capture all of this variability.
Therefore, direct forecasts of solar temporal and spatial
variability from the available weather data is valuable for
electricity production and transmission decision-makers
to manage the power grid efficiently.

In an effort to maximize solar PV power as an energy
resource, utility companies require back-up energy sources
to balance the power supply with the expected demand.
Any difference between the supply and demand is made
up with a utility company’s operating reserves. The
response speed (ramp rate and start time), response dura-
tion, frequency of use (continuously or only during rare
events), direction of use (up or down), and type of control
characterize these operating reserves (Ela et al., 2013). This
balancing becomes more challenging when the energy
resource is variable. Curtright and Apt (2008) have shown
that the cost of energy can be strategically minimized with
knowledge of the short and long term PV variations; thus,
accurate solar power forecasts provide information to bal-
ance operating reserves.

While direct forecasting of spatial and temporal vari-
ability of solar irradiance is relatively new, there have been
numerous studies aimed at providing deterministic fore-
casts of the expected value of solar irradiance. Because
the time and space dependent field of solar irradiance
results from the complex evolution of clouds in the atmo-
sphere, many of these studies have tested non-linear meth-
ods for deterministic solar irradiance prediction (Mellit,
2008; Martin et al., 2010; Pedro and Coimbra, 2012;
Bhardwaj et al., 2013; Bouzerdoum et al., 2013; Diagne
et al., 2013; Fu and Cheng, 2013; Marquez et al., 2011;
Inman et al., 2013; Fernandez et al., 2014; Chu et al.,
2013; Almonacid et al., 2014; Quesada-Ruiz et al., 2015,
among others). While successful, these deterministic fore-
casts cannot directly capture all of the spatial and temporal
variability of solar irradiance, because the available
weather data does not resolve all of the cloud scales.

While offering the potential to resolve this problem,
direct forecasts of the spatial and temporal variability of
the irradiance has been limited. Lave et al. (2013) used a
wavelet-based model to predict a power plant’s output
given a spatio-temporal correlation function and to esti-
mate the variability ratio over the plant’s spatial coverage.
A more easily generalized approach based on correlation
analysis was used by Hoff and Perez (2012) to predict the
short-term maximum power output variability based on
satellite derived irradiances. This current study addresses
this problem using the model-tree non-linear forecasting
method (Witten and Frank, 2005).

The temporal scale over which to compute variability
depends on the needs of the electric grid management enti-
ties. United States utility companies are concerned with
15-30 min fluctuations that achieve power balance with
stand-by generators or storage/load management for short
range solar irradiance predictions for large cities and dense
transmission networks (Perez et al., in press). Specifically,
the Sacramento Municipal Utility District (SMUD) is

concerned with maximum and minimum values over a
5-min interval (Bartholomy et al., 2014). We therefore
use 15min windows in order to meet the needs of
SMUD while still providing an adequate sample size for
computation of our variability metric, standard deviation
(see Section 2).

The quantification of temporal solar irradiance variabil-
ity caused by the dynamic evolution of clouds has been
extensively studied. Mills et al. (2009) showed a passing
cloud at a point produces solar insolation variation exceed-
ing 60% of peak insolation in a matter of seconds.
Hinkelman et al. (2007) found that not only are the irradi-
ances themselves larger in the middle of the day but also
the fractional change in irradiance from one time to
another is larger. Hinkelman (2013) also determined that
cloud optical depth and cloud height are the best predictors
of irradiance variability at 1min time resolution.
Kuszmaul et al. (2010) analyzed 1-s PV output data and
showed that it is linearly proportional to the spatial aver-
age of irradiance. Reikard (2009) examined data at resolu-
tions of 5, 15, 30, and 60 min and found that the “data
exhibits nonlinear variability, due to variations in weather
and cloud cover.” These studies have examined the vari-
ability of measured solar irradiance due to changes in cloud
cover.

In addition to temporal variability, several studies have
examined the spatial variability of solar irradiance.
Zagouras et al. (2014) used cluster analysis to determine
coherent zones of Global Horizontal Irradiance for utility
scale territory in California and used step changes of the
daily average clear-sky index at each location to character-
ize the fluctuation of GHI. Gueymard and Wilcox (2011)
analyzed solar power’s regional dependence and showed
greater variability tends to occur in coastal areas, particu-
larly the California coast, and mountainous areas because
of the micro-climate effects of topography. Rayl et al.
(2013) performed an irradiance co-spectrum analysis and
concluded that solar power site aggregation could greatly
reduce power variability on short time scales depending
on the distance between sites.

The goal of our study is to use observed meteorological
data together with a network of irradiance observing sites
to predict both the temporal variability and the spatial
variability, both measured in terms of a standard deviation
from the mean value of the GHI, and to test those predic-
tion methodologies within the Sacramento, California
region. The focus is on short range predictions, which as
Nguyen and Kleissl (2014) state, “intra-hour solar forecast-
ing for power production and ramp events has become an
important need in the solar industry as the inevitable vari-
ability of solar power will have a greater impact on energy
resource management as solar penetration increases.”
Short range predictions are defined here as the forecasts
for up to three hours lead-time provided at 15-min
intervals.

An artificial intelligence technique called a model tree,
or Cubist model, is used to predict the temporal and spatial
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variability, here defined as the standard deviation, of the
GHI. While this same approach could also be used to make
a deterministic prediction of the expected value of solar
irradiance, we focus exclusively on variability in this study.
Parallel work on the deterministic forecast problem is pre-
sented in McCandless et al. (2015). Section 2 describes the
observational data and Section 3 explains the forecasting
techniques. The results for temporal and spatial standard
deviation predictions are presented in Section 4 while
Section 5 illustrates the improvements of the model tree
output by inclusion of surface weather observations. The
application of the model tree predictions to four specific
days is described in Section 6 while the final Section 7
provides discussions and conclusions.

2. Data
2.1. Irradiance observation network

The irradiance observation network used in this study is
that of the Sacramento Municipal Utility District (SMUD)
in Sacramento, California. We consider the data from the
eight solar power forecast sites provided in the SMUD
dataset, which are plotted in Fig. 1 as green stars. The eight
utility scale PV array sites that measure GHI are geograph-
ically diverse across the SMUD service region, which is
approximately 900 square miles and includes nearly
100 MW of solar power PV capacity (Bartholomy et al.,
2014). The GHI observations are available from January
25th, 2014 through May 27th, 2014 for a total of 122 days.
The resolution of the raw data is 1 min and the solar vari-
ability is computed as a standard deviation from the mean
value predicted over each 15 min interval. This interval
length was selected after communication with several US
utility companies and agrees with the shortest time range
for which a forecast is useable to the utility. Defining the
solar variability as the standard deviation over a 15-min
interval means that both the diurnal change in irradiance
and the cloud cover resulting change in irradiance are cap-
tured in the irradiance variability calculated. This total
variability in a 15-min period is the variable most impor-
tant for utility companies to plan how to allocate the
energy reserves and balances this need with the need to
know the 5-min maximum and minimum irradiance esti-
mates. The 15-min temporal GHI standard deviation is cal-
culated independently for each SMUD site and only
daylight hours are retained in the dataset and is defined as:

Y (GHI(t;) — GHI\ mean)”
STDEVtempora](t) _ \/ ti( ( ) t_mea ) , (1)

n

where the GHI; yean 1S an average over the 15-min interval,
t;1s the 1-min resolution time-step from #-15 min to ¢, and n
is the number of times (15).

To compute the spatial variability across the eight
SMUD sites, we first compute the 15-min average of the

GHI for each site. Then, the standard deviation of the
15-min GHI averages across the eight sites is calculated as

> (GHI (x;) — GHI s mean)’
STDEVspatial(t) = \/ x,( (X) ) ) (2)

n

where GHIs_mean is the average for all SMUD sites at the
time ¢, x is the notation for a SMUD site, and n is the total
number of SMUD sites (8).

Only instances when the observed 15-min average GHI
is greater than 20 W/m?” are included in the dataset because
the goal is to predict only during the daylight hours.
Hereafter, the GHI interval is designated by the ending
time; thus, a GHI temporal standard deviation prediction
at 180 min is actually the temporal standard deviation for
the time period from 165 to 180 min.

2.2. Meteorological observation network

It is important to augment the utility irradiance observa-
tion network with the nearest meteorological observations.
The weather observation network used here is the
Meteorological Aviation Report (METAR) network,
which are hourly surface weather observation stations typ-
ically located at airports across the United States. The
METAR observations are quality controlled and processed
for ingestion into the National Center for Atmospheric
Research (NCAR) Dynamic Integrated foreCast (DICast)
System (Mahoney et al., 2012). The closest METAR sites
to the Sacramento area are the four locations plotted as
red X’s in Fig. 1. Twelve weather variables are either
recorded directly by the METAR stations or are derived
as probability values by the NCAR processing system:
cloud cover, dewpoint temperature, probability of fog,
probability of precipitation in the last hour, probability
of precipitation in the last three hours, quantitative precip-
itation in the last hour, quantitative precipitation in the last
three hours, temperature, visibility, wind speed, north—
south wind component, and east-west wind component.
Therefore, the entire weather observation predictor dataset
includes 12 observed weather variables for each hour at
four stations for a total of 48 observations.

2.3. Training data

To create a dataset of SMUD GHI observations
matched with the hourly METAR weather observations,
each 15-min SMUD GHI interval is matched with the cor-
responding METAR observations at the top of the next
hour. For example, the irradiance observation at
1/26/2014 15:15, 15:30, 15:45, and 16:00 would all be
matched with the meteorological data from 1/26/2014
16:00 to form a combined dataset. In addition to the
GHI temporal or spatial standard deviations in the last
15-min interval, the GHI temporal or spatial standard
deviations from the previous three 15-min intervals are also
included in the predictor dataset. These four GHI standard
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Fig. 1. SMUD observations locations shown as green X’s with METAR observation locations shown as red stars. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

deviations for the 15-min intervals are provided as predic-
tors so that the forecasting technique can model the recent
trend in variability. Using the prior four 15-min intervals is
appropriate because SMUD reports data on an hourly
basis, so this study matches what will be implemented oper-
ationally. Fig. 2 shows a diagram of the predictors, which
are the previous observations, observed weather data,
and time information, that are fed into the model tree to
predict the variability. The temporal standard deviation
datasets include 40,127 instances combined for all eight
SMUD sites. The spatial standard deviation dataset con-
sists of 4057 instances aggregated at all eight sites.
Instances where one or more location had missing data
were omitted from the spatial standard deviation training
and testing datasets.

Ten fold cross-validation randomly partitions the data
into ten subsets to be used for training and testing the

model and provide an assessment of how the model tree
will generalize to an independent set of data. The training
of the model tree is performed on nine of ten subsets and
the remaining subset is used as validation. This process is
repeated for all of the ten subsets and the errors are aver-
aged over the ten repetitions to reduce variability in the
results.

3. Forecasting techniques
3.1. Baseline technique — climatology

The rationale for forecasting the temporal and spatial
GHI standard deviation is to quantify the expected solar
variability for utility companies and system operator’s sit-
uational awareness of the expected irradiance variability
over a 15-min timeframe. Thus, we seek to improve upon
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Fig. 2. Prediction flowchart that includes GHI and METAR Observations
as well as time and date information.

the climatological mean values of the temporal and spatial
GHI standard deviation at each forecast lead time. The
spatial standard deviation mean value is calculated in a
similar way by computing the training dataset’s average
for each 15-min forecast time interval out to 180 min.

STDE WEANspatial_prediction (t)

_ ZD\/Z’:(GHI()C’) - G]{Is,mean)2
d n

/D- 3)

The n is equal to eight for the number of SMUD sites,
the summation is over the number of training dataset
instances (D). For example, to make a prediction for the
180-min spatial standard deviation, the climatological
mean value of the 180-min spatial standard deviation in
the training data is used as the prediction.

3.2. Model tree — cubist

The objective of a forecasting system is to model the
actual relationships between the predictors and the predic-
tand. In the case of weather forecasting, the relationship
between the predictors and the predictand is frequently
non-linear. Thus, a non-linear artificial intelligence predic-
tion technique is often used. The artificial intelligence tech-
nique used in this study is the model tree, or Cubist model,
which is Quinlan’s (1992) M5 model tree formatted as a set
of rules (Kuhn et al., 2012). The model tree uses a “separ
ate-and-conquer” algorithm to search for a rule that
explains part of the training instances, separates these

instances, and continues this process until no instances
remain (Quinlan, 1996). The algorithm reformulates the
tree into a set of rules and places a multivariate linear
model at each leaf in order to predict our continuous pre-
dictands of solar irradiance variability. See Quinlan (1987a,
1987b, 1992) for a detailed explanation of this process. The
process grows a tree that has multivariate linear regression
models at its nodes and leaves. The final prediction is a
weighted average of the multivariate linear regression
equations at each node in the tree down to the final leaf
(Kuhn et al., 2012). This weighted averaging is accom-
plished by a smoothing process that adjusts the predicted
value from the leaf up to the root via,

 n X PV(Si) +k x M(S)
- n+k

Pr(s) (4)
where 7 is the number of instances, i, in the node S, PV(Si)
is the predicted value at node S and instance i Si, k is a
smoothing factor set equal to 15, and M(S) is the model
prediction at the leaf of the subtree. This smoothing is done
to capture the skill in the predicted values at nodes along
the tree down to the final leaf. Fig. 3 displays an example
description of the model tree with the red branch highlight-
ing the subtree used in this example prediction. Thus, this
model tree is a set of rules that are paths from the top to
bottom of the tree with each node’s multivariate linear
model output used in the final prediction.

We use an additional model option that combines the
model tree’s prediction with a prediction given the training
dataset’s nearest neighbor to further reduce the model
tree’s error. The nearest neighbor option first finds the
training cases that are more similar to the current instance.
Then the model tree is used to make predictions for all of
the nearest neighbor instances and the current instance.
The value of the current instance prediction is adjusted
based on the difference between the current instance predic-
tion and the prediction for the nearest neighbor instances.
A sensitivity study, shown in Table I, indicates that opti-
mal configuration of the model tree includes one nearest
neighbor, which results in the lowest mean absolute error
for all four forecast lead times tested.

Separate model trees are configured for the temporal
standard deviation and the spatial standard deviation sep-
arately. In addition, model trees are built for each
lead-time for a total of 24 model tree configurations. The
configurations of the model trees in this study have 100
rules. A sensitivity study (not shown) had minor and incon-
sistent differences in model error when the rules varied
between 50 and 500.

4. Results
4.1. Temporal variability prediction results
To better understand the utility of our irradiance vari-

ability forecasts, we compute the Mean Absolute Error
(MAE) for the prediction of the GHI temporal standard
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Fig. 3. Flowchart and description of the model tree. For this arbitrary instance, the subtree in red is used to make the final prediction via the equation at

the bottom.

Table 1

Sensitivity study for the number of nearest neighbors used in the model
tree prediction. The values shown are the MAEs of the model predicting
GHI temporal standard deviation (W/m?). Using one nearest neighbor
results in the lowest MAE for all lead times.

All data — number of nearest neighbors — GHI

Lead time 0 1 2 5 9
15 35.04 26.86 29.04 31.98 33.45
60 49.33 35.75 38.69 43.25 45.66
120 5891 42.31 45.44 50.45 53.50
180 59.81 44.60 47.51 52.38 52.38

deviation and then compare this value to the error from
assuming climatological averages. The MAE is computed
as the average of the absolute differences between the fore-
cast standard deviation of the GHI and the actual standard
deviation of the GHI. Fig. 4 plots both the MAE of the
spatial standard deviation of the GHI and the temporal
standard deviation of the GHI for all forecast lead times.
The model tree MAE for the GHI temporal standard devi-
ation prediction increases from 16 W/m? to 18 W/m? as the
forecast lead time increases from 15-min to 180-min. The
results are similar for the spatial standard deviation predic-
tion with errors ranging from approximately 15 W/m? at
15-min lead-time to 20 W/m? at 180-min lead-time.

In order to quantify the model tree forecast performance
versus a baseline, the relative error is plotted in Fig. 5. The
relative error is the error for the model tree divided by the
error from climatology. Climatology is computed as the
training dataset’s mean value of the GHI temporal stan-
dard deviation at that forecast lead time (7). Specifically,
this is

Mean absolute errorc,pis(t)

Relative error(t) (5)

Mean absolute erroreun_vane (1)

Model Tree Standard Deviation Prediction:
Mean Absolute Error

25
20 =

= w7
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Fig. 4. Mean Absolute Error (MAE) for the model tree on the spatial
standard deviation of the GHI (green — triangles) and temporal standard
deviation of the GHI (red — squares). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of
this article.)

The degree to which the relative error is less than 1.0
quantifies the forecasting skill improvement by the model
tree compared to the climatological prediction. A value less
than 1.0 indicates the model improves upon the baseline
method of climatology. The relative error for the model
tree begins at approximately 0.57 for the 15-min forecast
lead time and increases slightly to a maximum value
around 0.62 at 180-min forecast lead time. These results
provide evidence that the model tree is approximately twice
as accurate as using the climatological average value, thus
providing utility companies with substantially more accu-
rate forecasts of variability for resource management deci-
sion making.
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Fig. 5. Relative error for the model tree on the spatial standard deviation
of the GHI (green — triangles) and temporal standard deviation of the GHI
(red — squares). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

4.2. Spatial variability prediction results

Next, we analyze the model tree’s predictive ability for
GHI spatial variability by examining the predictive skill
of the standard deviation of the GHI among the SMUD
observation sites. The MAE for the GHI spatial standard
deviation prediction increases with forecast lead time as
did that of the GHI temporal standard deviation prediction
(Fig. 4). However, the error range over the forecast lead
times is greater than that for the temporal data. Values
of the MAE range from approximately 15 W/m? at
15 min to 21 W/m?* at 180 min.

The relative error of the model tree compared to clima-
tology (the mean GHI spatial standard deviation computed
on the training dataset) is plotted in Fig. 5. The relative
error for the model tree begins at approximately 0.35 for
the 15-min forecast lead time and levels off at about 0.50
for forecast lead times longer than 75-min. This relative
error provides evidence that the model tree is able to pro-
vide utility companies with at least twice the accuracy as
assuming climatological average variability. This is a
meaningful result for utility companies that have regional
coverage with a range of distributed rooftop solar and
solar power farms because the model tree is able to provide
a substantial increase in the accuracy of predicting short
range solar radiation variability across a region.

5. Evaluation of observed surface weather data as predictors

It is important to quantify the value of the surface
weather observations as input into the model tree for utility
companies to understand the value surface weather obser-
vation sites add to forecasting at solar power arrays.
Therefore, an analysis was performed to compare the
model tree without observed surface weather as predictors
to including the observed surface weather variables as

Percent Improvement with Observed Weather Data

u Temporal Spatial
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10.00% |

0.00% I I l ’
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-10.00%
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Fig. 6. Percent improvement with the model tree using the observed
meteorological data as input compared to the cubist model without the
observed meteorological data.

predictors. This is similar methodology to the data denial
experiments of Kelly et al. (2007). The model tree trained
without observed weather data is given six predictors: the
last four 15-min GHI spatial or temporal standard devia-
tion observations, the forecast hour, and the day of the
year. The comparison between model tree results when
trained with versus without observed weather as predictors
is plotted in Fig. 6. The percent improvement is the per-
centage of error reduction when the model tree includes
observed surface weather observations as predictors.
With the exception of the first two lead times for the spatial
standard deviation prediction, all other lead times show an
improvement in skill when the observed weather data are
included as predictors. The improvement steadily increases
with lead time for the temporal standard deviation predic-
tion until the 60-min lead time where the improvement
levels off at around an 8% increase. After the first two fore-
cast lead times, the improvement in GHI spatial standard
deviation prediction with the observed weather used as pre-
dictors varies between 3% and 15% with an average percent
improvement of about 10%. The negative percent improve-
ment for the first two lead times may be due to the model
tree over-fitting the most recent GHI spatial standard devi-
ation values at the short range forecast lead times. The day
of the year and hour have a higher contribution to the
regression equations at longer forecast lead-times while
the 15-min and 30-min forecast lead-times rely primarily
on the last observed spatial GHI, which leads to large
errors when the variability is highest. These results indicate
that the model tree gains substantial predictive skill when
observed weather is included as predictors.

6. Case study

We evaluate the model tree under weather conditions
that are challenging to forecast. We examine the prediction
on a day with morning clouds and afternoon sun for the
temporal GHI standard deviation prediction (April 13th,
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2014), and a mostly cloudy day across the SMUD irradi-
ance observation sites for the spatial GHI standard devia-
tion prediction (April 26th, 2014).

6.1. Temporal variability prediction case study

There are several forecasting challenges and successes
shown when we examine a day of morning clouds followed
by mostly clear conditions for predicting the GHI temporal
variability at forecast lead-times of 15-min, 60-min, and
180-min. The predictions (blue lines) and the observed val-
ues (red lines) are plotted for the 15-min, 60-min, and
180-min forecast lead-times in Figs. 7-9. The x-axis is the
forecast valid time in Universal Time Coordinate (UTC),
which correspond to the daylight hours for April 13th in
Sacramento, California.

At the 15-min lead-time (Fig. 7), the predictions follow
closely to the actual observation; however, the predictions
have a time lag. As shown previously, the observed surface
weather from the METAR sites on the model tree
improved prediction by only approximately ten percent.
Therefore, one expects that the forecast would have a time
lag because the model depends more on the most recent
changes in GHI temporal standard deviations more than
the observed meteorological data. When the irradiance
variability changes quickly, the model needs the most
recent information to update the forecast. The plots of
the predictions for 60-min and 180-min lead-time exhibit
a loss of skill compared to the 15-min lead-time. This loss
of skill is similarly due to the error from the time lag
between the variability measurement to the forecast valid
time. However, when the irradiance variability is not
rapidly changing, the model tree predictions at all lead
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Fig. 7. Case study for the prediction of the temporal GHI standard
deviation at a lead time of 15-min. The forecast valid time for the daylight
hours of April 13, 2014 is plotted on the x-axis with the actual temporal
GHI standard deviation values shown in blue and the predictions shown
in red. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

times are close to the clear day GHI values after the morn-
ing cloudiness dissipates.

6.2. Spatial variability prediction case study

We examine the ability of the model tree technique to
predict the spatial variability of the GHI on a mostly
cloudy day in the Sacramento area (April 26th, 2014).
Similar to the temporal variability prediction plots,
Figs. 10-12 are the spatial variability prediction plots for
the 15-min, 60-min, and 180-min lead-times respectively.
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Fig. 8. Case study for the prediction of the temporal GHI standard
deviation at a lead time of 60-min. The forecast valid time for the daylight
hours of April 13, 2014 is plotted on the x-axis with the actual temporal
GHI standard deviation values shown in blue and the predictions shown
in red. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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Fig. 9. Case study for the prediction of the temporal GHI standard
deviation at a lead time of 180-min. The forecast valid time for the
daylight hours of April 13, 2014 is plotted on the x-axis with the observed
temporal GHI standard deviation values shown in blue and the predic-
tions shown in red. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 10. Case study for the prediction of the spatial GHI standard
deviation at a lead time of 15-min. The forecast valid time for the daylight
hours of April 13, 2014 is plotted on the x-axis with the observed spatial
GHI standard deviation values shown in blue and the predictions shown
in red. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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Fig. 11. Case study for the prediction of the spatial GHI standard
deviation at a lead time of 60-min. The forecast valid time for the daylight
hours of April 13, 2014 is plotted on the x-axis with the observed spatial
GHI standard deviation values shown in blue and the predictions shown
in red. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

The 15-min spatial GHI standard deviation forecasts expe-
rience a similar time lag to the 15-min temporal GHI stan-
dard deviation forecasts. This again highlights the greater
relative importance of the recent spatial GHI standard
deviation observations compared to the surface weather
observations as input to the model tree. The 60-min spatial
GHI standard deviation forecasts show an average
under-prediction of the spatial variability over the entire
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Fig. 12. Case study for the prediction of the spatial GHI standard
deviation at a lead time of 180-min. The forecast valid time for the
daylight hours of April 13, 2014 is plotted on the x-axis with the observed
spatial GHI standard deviation values shown in blue and the predictions
shown in red. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

day. This is potentially due to having too few overcast days
to have a reasonable sample for the model tree to accu-
rately predict the overcast forecast lead times. The
180-min spatial GHI standard deviation forecasts are only
able to forecast the overall trend of the GHI spatial vari-
ability in the last two hours of the forecast period. Once
again, this is likely due to lacking a reasonable sample of
similar training cases with cloudy conditions across the
Sacramento area.

7. Discussion and conclusions

A significant challenge with utilization of solar energy is
its variable nature; therefore, the focus of this study is eval-
uating whether we can accurately predict the temporal and
spatial solar irradiance variability for the Sacramento area.
The variability was quantified via the 15-min temporal
standard deviation of the GHI and the spatial standard
deviation of the GHI across irradiance observation sites.
The model tree artificial intelligence algorithm with a near-
est neighbor option was trained on data both from the
METAR weather observations and from Sacramento area
irradiance measurements. Short range predictions were
made at 15-min intervals out to 180 min for both the tem-
poral and spatial standard deviations of the GHI.

The predictive ability of the model tree was assessed
using the MAE of the model and the relative error com-
pared to using the mean, over the training dataset, of the
temporal or spatial standard deviation of GHI (i.e. vari-
ability climatology). This mean value is computed sepa-
rately for each forecast lead time. The relative error
showed that for both spatial and temporal variability, the
model tree technique is able to produce forecasts with
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approximately half the error of the climatological variabil-
ity forecast. The case studies of the spatial and temporal
variability highlighted the importance of the most recent
GHI variability observations, and the need for GHI vari-
ability observations at multiple times in order to capture
trends.

Because solar energy is inherently a highly variable
renewable energy resource while stability of the energy dis-
tribution network is essential, the added value of accurate
GHI variability prediction is significant for utility compa-
nies and system operators. As solar energy penetration
continues to grow in many markets across the United
States, these entities will require the estimation of near term
solar resource variability. The results for the model tree
technique indicate that could be a beneficial technique for
utility companies to implement in real-time forecasting of
short range solar irradiance variability.

Future work will test other, probabilistic, approaches to
forecasting of the GHI and its variability. A longer dataset
and data from additional regions in the United States will
provide a thorough evaluation of the GHI temporal and
spatial variance prediction with the model tree.
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