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a b s t r a c t

Solar power can provide substantial power supply to the grid; however, it is also a highly variable energy
source due to changes in weather conditions, i.e. clouds, that can cause rapid changes in solar power
output. Independent systems operators (ISOs) and regional transmission organizations (RTOs) monitor
the demand load and direct power generation from utilities, define operating limits and create contin-
gency plans to balance the load with the available power generation resources. ISOs, RTOs, and utilities
will require solar irradiance forecasts to effectively and efficiently balance the energy grid as the
penetration of solar power increases. This study presents a cloud regime-dependent short-range solar
irradiance forecasting system to provide 15-min average clearness index forecasts for 15-min, 60-min,
120-min and 180-min lead-times. A k-means algorithm identifies the cloud regime based on surface
weather observations and irradiance observations. Then, Artificial Neural Networks (ANNs) are trained to
predict the clearness index. This regime-dependent system makes a more accurate deterministic forecast
than a global ANN or clearness index persistence and produces more accurate predictions of expected
irradiance variability than assuming climatological average variability.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The proliferation of photovoltaic (PV) power production has
made accurate short-range solar irradiance forecasts a necessity for
utility companies to ensure reliable and efficient integration of
solar power into the energy grid. An accurate forecast for irradiance
is necessary; however, a prediction of the variability of the irradi-
ance is also helpful in maintaining reliable energy production with
increased levels of solar power integration. The amount of solar
irradiance reaching the PV panels depends on both the diurnal
cycle and on the atmospheric state. While the diurnal cycle is easily
forecast, the stochastic element of cloud formation makes that
component of irradiance forecasting a challenge. This problem can
be mitigated to some extent if one can forecast the cloud type. The
identification of cloud types, i.e. cloud regimes, is a valuable tool in
short-range solar irradiance forecasting because each cloud regime
is associated with particular cloud properties such as cloud optical
heric Research, 3450 Mitchell
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depth, cloud growth rate, and cloud dissipation rate; and therefore,
have various degrees of irradiance attenuation. The cloud type also
impacts the short-range temporal and spatial irradiance variability
and the corresponding irradiance forecast uncertainty.

The optimal method for solar irradiance prediction depends on
several factors, including the forecast lead time, with statistical
techniques and cloud advection techniques most effective for
short-range irradiance forecasting. Short-range forecasting is
defined here as solar irradiance predictions from 15 min out to
180 min. Predicting solar power through statistical techniques has
gained the attention of researchers in recent years [22]. found that a
Support Vector Machine approach to post-processing Numerical
Weather Prediction (NWP) Models' forecasts produced lower
Global Horizontal Irradiance (GHI) forecast error compared to
linear regression post-processing techniques [8] and [25] found
that AutoRegressive Integrated Moving Average (ARIMA) models
produced lower solar irradiance and solar power errors compared
to other time-series short-range prediction techniques while [17]
used a Markov process to predict sunshine and cloud cover [15].
reported that Artificial Neural Networks (ANNs) have been used in
modeling and predicting solar radiation more than any other non-
linear technique. More recently, several studies determined that
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Fig. 1. Process design: first classify cloud regimes on the optimal set of potential inputs
shown in the red rectangles outlines in the black box, then apply ANN models to
predict the clearness index on each regime independently. An ANN is also applied on
all data (i.e. without regime identification), and compared to the clearness index
persistence prediction. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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models based on ANNs improve solar irradiance or solar power
forecast accuracy compared to various baseline techniques
[2,3,6,12,14,23]. Several studies have examined the performance of
these statistical forecast models in various weather conditions [18].
found the accuracy of an ANN optimized with a Genetic Algorithm
had a strong seasonal dependence [13]. correlated total sky images,
infrared data, and solar radiation observations at the surface to use
as input to an ANN and found the variability of solar radiation to be
strongly dependent on the amount of cloud cover. Each day was
classified as sunny, partly sunny or cloudy and an ANN was used to
forecast the daily profile of the power produced by a PV plant [16].
[4] concluded that the ANN model has lower errors for days char-
acterized by direct irradiance (clear days) and for days character-
ized by diffuse irradiance (cloudy days) than for days characterized
by a mix of direct and diffuse irradiance (partly cloudy days).

This current work seeks to improve two major facets of short-
range solar irradiance forecasting via regime-dependent statisti-
cal forecasting: deterministic irradiance forecast accuracy and
irradiance variability estimates. We first classify cloud regimes with
a k-means algorithm and then apply ANNs to each regime to pro-
duce a more accurate GHI forecast with variability estimates. The
GHI prediction is generally a necessary step in the prediction pro-
cess before converting to power. The k-means algorithm statisti-
cally classifies the cloud regime based on surface weather and
irradiance observations. This approach parallels that of [5]; who
classified weather regimes with Principal Component Analysis
(PCA) in order to apply regime-dependent optimal weights to
ensemble temperature forecasts. After k-means clustering, ANNs
are implemented for each weather regime independently with the
intention of modeling each weather regime's inherent predict-
ability, and thus, each regime's different causal relationships be-
tween predictors and predictand. Predictions are made for the
clearness index (Kt), which is the ratio of the observed GHI at the
surface to the Top Of Atmosphere (TOA) expected GHI. The pre-
diction of Kt is important for utility companies because it quantifies
the amount of attenuation from aerosols and clouds at a particular
location [13]. Although it is common to classify days at being
cloudy, partly cloudy or clear, we classify cloud regimes that are
specific to the short-range development of clouds and therefore
improve the forecast error for lead-times up to 180-min.

Wewish to make short-range predictions for multiple sites near
Sacramento, California for 15-min intervals out to 180 min. In
operational forecasting, these short-range predictions are blended
with forecasts from NWP models and a satellite based cloud
advection technique then converted to power in the National
Center for Atmospheric Research SunCast System that predicts
solar power out to 168-h [7].

Section 2 provides an overview of our approach. In section 3, we
discuss the data and the additional predictors derived from the
initial datasets, which are the Sacramento Municipal Utility District
(SMUD) irradiance network and the METAR network. In section 4,
the prediction techniques of the ANNs and the baseline clearness
index persistence forecast are described. In section 5, we summa-
rize the k-means algorithm for cloud regime classification and the
selection of optimal inputs. We describe the prediction methods
before the regime classification method because we use the ANN
prediction method to inform our decision on the best selection of
inputs for the k-means regime classification. In section 6, we pre-
sent and discuss the prediction results. The final section, 7, sum-
marizes and poses potential future work.

2. Approach

The goal of this work is to develop a cloud regime-dependent
short-range solar irradiance forecast system in order to not only
improve the deterministic forecast accuracy, but also to provide a
quantification of the expected solar irradiance variability and cor-
responding forecast uncertainty. This section outlines our classify-
then-predict process; the details are described in the following
sections. Our methodology begins by classifying the cloud regime
with the k-means algorithm.We then train a separate ANN to make
predictions for each individual regime as depicted in Fig. 1. This
novel work goes beyond [16] and [12]; and others in the sophisti-
cation and automation in identifying regimes with the k-means
algorithm and in the regime-dependent configuration of the ANNs
that are specific to improving the final prediction algorithm. The
process begins by selecting the optimal set of inputs for cloud
regime classification that corresponds to the final model with the
lowest forecast error. The selected set of inputs is then used by the
k-means algorithm to classify and partition the datasets into an
optimal number of cloud regime subsets. Finally, ANNs are con-
structed on each of the cloud regime datasets independently. This
classify-then-predict process (with k-means then ANN) is repeated
for each forecast lead-time.

A cloud regime-dependent Artificial Intelligence (AI) system
requires dividing the cases into distinct regimes for which the
fundamental relationship between predictors and predictand is
expected to differ, and therefore, to allow more accurate short-
range forecasts. Thus, careful sensitivity studies determined the
optimal configurations of the AI models in order to match the
complexity of the relationships among the predictors in the re-
gimes. After all data are quality controlled and additional variables
are derived, the datasets are randomly split 2/3 for training and 1/3
for testing. All of the results shown are from the testing datasets;
however, the sensitivity tests conducted to determine the optimal
configurations of the system were performed on the training
datasets. The ANN and k-means sensitivity studies similarly split
the training dataset into 2/3 for training and 1/3 for testing and the
optimal configuration was determined based on this 1/3 indepen-
dent test set. This approach avoids compromising the indepen-
dence of the initial test dataset. We show results in this study for
four forecast lead-times: 15 min, 60 min, 120 min, and 180 min.
These predictions are for the 15-min average clearness index
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ending at each lead-time.
In a real-time forecasting environment, predictions are made in

a three-step process. In the preprocessing step, the data are
collected, quality controlled, and the additional predictors are
computed. In the regime classification step, the trained k-means
algorithm is applied to the current data. Then, the ANN trained for
the currently classified cloud regime and forecast lead-time is used
to predict the solar irradiance (clearness index). The ANNs use
numerical weather prediction analysis data and irradiance obser-
vations as input to predict clearness index at multiple locations in
the vicinity of Sacramento, California.
3. Data

3.1. Irradiance data

The network of irradiance observing sites used in this study is
that of the Sacramento Municipal Utility District (SMUD) in Cali-
fornia, which is an area of varying terrain approximately 900 square
miles [1]. We use data from eight solar power forecast sites that
measure irradiance, shown in Fig. 2 as blue triangles. The GHI ob-
servations are available for a period of 367 days from January 25th,
2014 through January 26th, 2015. The temporal resolution of the
raw data is one minute and averages are computed over 15-min
intervals ending at :00, :15, :30, and :45 for each hour. The 15-
min averaged GHI data are then converted to clearness index
values. The clearness index is the ratio of the observed GHI at the
surface to the Top Of Atmosphere (TOA) expected GHI, which is
computed via a series of geometric calculations for a given location
and time. This averaging interval was selected after communication
with several utility companies and agrees with the shortest time
range for which a forecast is currently useful for dispatch decision-
making. The solar irradiance data from all eight solar power sites is
aggregated and all instances with missing data or nighttime
Fig. 2. Map of the SMUD sites (blue triangles) and METAR/DICast predictor sites (red X's). (Fo
the web version of this article.)
observations are excluded from the final dataset. There are a total of
71,184 instances in the final dataset.

In order to evaluate the prediction techniques, this study follows
the same procedure as the planned real-time operational imple-
mentation. The data are provided from the utility company every
hour with the one minute raw data averaged over 15-min intervals
ending at :00, :15, :30, and :45 for each hour. Therefore, our pre-
diction techniques ingest four predictors from the irradiance data,
each converted to Kt: the average Kt from 60 to 45 min, from 45 to
30 min, from 30 to 15 min, and the past 15 min prior to forecast
initialization time, which is the start of every hour. Hereafter, these
predictors are named Kt_Prev60, Kt_Prev45, Kt_Prev30, and
Kt_Prev15.
3.2. Weather data

Themeteorological dataset used here is from theMeteorological
Aviation Report (METAR) network, which represents hourly surface
weather observations from stations typically located at airports
across the United States. The METAR observations are quality
controlled by the National Center for Atmospheric Research (NCAR)
for ingest to the Dynamic Integrated foreCast (DICast) System [10].
The closest METAR sites to the SMUD irradiance observations sites
are the three locations plotted as red X's in Fig. 2. We use six
weather variables: cloud cover, dewpoint temperature, categorical
precipitation in the last hour (1 ¼ precipitation occurred,
0 ¼ precipitation did not occur), precipitation amount, tempera-
ture, and wind speed.
3.3. Additional derived variables

In training AI methods, it is often useful to employ derived
variables that emphasize important physical processes. Here, we
derive inputs specific to the k-means classification system, as well
r interpretation of the references to colour in this figure legend, the reader is referred to



Fig. 3. Schematic of a feed-forward Artificial Neural Network used in this study.
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predictors specific to the ANN prediction system. In particular, we
leverage our meteorological knowledge to provide the k-means
algorithmwith the inputs that are specific to the goal of identifying
cloud regimes and to provide the ANNs with predictors that are
specific to the goal of solar irradiance prediction, i.e. the predictors
most important for forecasting the evolution of clouds.

We first assess whether averaging the predictor values from all
three METAR sites improves the forecast accuracy of the ANNs. A
sensitivity study (not shown) revealed that providing the fore-
casting technique with data from each of the three sites produced
higher overall skill of the prediction; thus, the data were not
averaged. This result highlights the ability of the ANN to capture
atmospheric relationships among predictors at the different loca-
tions that provide insight into the spatio-temporal nature of the
evolving atmospheric state. Dewpoint depression, defined as the
difference between the temperature and the dewpoint tempera-
ture at a height two meters above the ground, quantifies the at-
mosphere's nearness to saturation. This derived predictor is
averaged over the three METAR sites after a sensitivity study
showed no improvement by including the dewpoint depression for
each site. Preliminary testing indicated that the cloud cover pre-
dictors have the highest importance in the GHI prediction, unsur-
prisingly [11]. Therefore, two predictors are derived from the cloud
cover at the three sites. First, the variability is quantified by taking
the standard deviation of the cloud cover across the three sites.
Second, the mean of the cloud cover averaged at those sites is
squared to emphasize the importance of thick, unbroken cloudi-
ness in the region.

Predictors were also derived from the irradiance observed at the
SMUD sites and the corresponding clearness index values. For
instance, we computed the standard deviation of the four 15-min
averages at the forecast site to quantify the irradiance variability
rather than providing all four observations. Another predictor was
derived by fitting a linear equation to these four data points and
using its slope to capture the trend of the clearness index. Addi-
tionally, the most recent trend was quantified by computing the
most recent change in clearness index by subtracting the Kt_Prev30
from the Kt_Prev15. The final derived predictors from the irradi-
ance observations characterize the spatial distribution of the
clearness index over the Sacramento Valley in the past 15 min. The
mean and standard deviation of the nearby SMUD sites, i.e. the
observations at the remaining seven sites not including the site
being forecast for, were computed and used as predictors.

The last step in deriving predictors for the ANNwas to transform
time variables. The time was converted from UTC to local time to
move the 24 to 0 discontinuity into the nighttime hours. The Julian
Day was converted to the sine of the Julian Day to normalize the
value corresponding to the day of the year between �1 and 1. Thus,
the ANN was provided 32 predictors, including the NWP analysis
predictors provided for all three DICast sites (column three), as
shown in Table 1. Some of these derived predictors for the ANN
model were also tested as derived inputs for the k-means regime
Table 1
List of all the observed and derived predictors for the ANN. The Observed Weather colum
sites; thus, there are 32 total predictors.

Predictors

Observed Kt Derived Kt Observed weather (3

KtPrev60 Kt slope (1-hr) Temperature
KtPrev45 Kt temporal varaibility (Stdev) Dewpoint temperatur
KtPrev30 KtPrev15- KtPrev30 Wind speed
KtPrev15 Kt Nearby mean Cloud cover

Kt Nearby variability (Stdev) Categorical precipitati
Precipitation amount
classification. The optimal selection of those inputs, including
derived inputs, is described in detail in section 5.
4. Prediction techniques

4.1. Artificial neural network

We use the ANN as the non-linear AI prediction technique for
our forecasts. ANNs' advantages include their ability to model non-
linear processes without the assumption of the form of the rela-
tionship between input and output variables. In the review by
Ref. [15]; AI models have been successfully developed to forecast
solar radiation, clearness index, and insolation. [21] found that AI
approaches significantly outperform traditional linear models in
uni- and multi-variate studies, with the ANN feed-forward
approach showing the best results.

The ANN used here is a feed-forward neural network trained by
a backpropagation algorithm that is also known as a multi-layer
perceptron [19,20]. The ANN, which is an algorithm that func-
tions analogous to the human nervous system, is constructed of
interconnected signal processing units (i.e. neurons) that calculate
output values based on inputs and a set of weights and biases (i.e.
multiplicative and additive scaling factors) which are tuned during
the training process. The feed-forward neural network permits only
forward connections. Fig. 3 is an example neural network where all
the predictors are connected to each neuron and then each neuron
is connected to the output layer that computes the final prediction.
In our configuration, there are more predictors and typically more
neurons than shown in Fig. 3; however, this diagram serves to show
the ANN's information flow, from left (predictors) to right (output).
The specific neural network module used in this study is the newff
model in the Neurolab python library (https://pythonhosted.org/
neurolab/). This ANN configuration has several tunable parame-
ters and the optimal configuration was determined from multiple
n has three observations for each variable listed because there are three observation

sites) Derived weather (averages) Time

Dewpoint depression Sin of the Julian Day
e Cloud cover variability (Stdev) Local hour

Cloud cover squared

on (1-hr)
(1-hr)

https://pythonhosted.org/neurolab/
https://pythonhosted.org/neurolab/
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sensitivity studies on subsets of the training data [24]. The optimal
ANN configuration was determined to have one hidden layer, a
learning rate of 0.01, and a weight decay of 0.5. The ANNs are
trained for 200 epochs in order to adjust the weights and biases
that minimize the error between the ANN outputs and the pre-
dictands without over-fitting the data. However, the number of
neurons in the hidden layer is allowed to vary with regime because
the regimes differ in the number of cases and in different levels of
complexity in relationships between the predictors and the pre-
dictand. Therefore, the ANNs are trained with 5, 10, 15, 20, 25, or 30
hidden layer neurons and the configuration with the lowest error
on a subset of the training data held out for an independent veri-
fication was the configuration chosen for that regime. The ANN is
also used on the dataset without regime separation to provide the
basis from which to quantify the improvement in forecast skill
resulting from regime identification.

4.2. Clearness index persistence

Wewish to compare all of our ANN-based prediction techniques
to a baseline prediction method, for which we use clearness index
persistence. The clearness index persistence (or “smart persis-
tence”) forecast uses the last available observation of Kt as the next
forecast. This forecast is difficult to improve upon when the cloud
cover stays constant or when skies are clear. Considering that our
forecast sites are in the Sacramento Valley of California where the
majority of the time it is clear, this simple method is expected to
perform relatively well and will be difficult to improve upon. When
the clearness index is multiplied by the TOA GHI to convert back to
the GHI at the surface if operations require, it inherently corrects for
changes in solar elevation with time.

5. Cloud regime classification

To test our hypothesis that splitting the data into subsets based
on cloud regimes can improve overall GHI forecast accuracy, we
classify the cloud regimes with the k-means algorithm before
separate ANNs are trained and tested for each cloud regime subset.
The k-means algorithm clusters data by separating samples into k
groups by minimizing the within-cluster sum-of-squared de-
partures from the cluster mean, hereafter referred to as sum-of-
squares. The process begins by dividing a set of samples (N) into
k clusters, each of which is described by the mean (centroid) of the
cluster's instances. The k-means clustering algorithm selects the
optimal centroid for each cluster by finding the centroid with the
minimum within-cluster-sum of squares, i.e. to find the minimum
of,

XK

k¼1

XN

i¼1
kxi � mkk2; (1)

where the minimization is computed over each instance i in cluster
k. All predictors are normalized before being clustered to avoid
Table 2
Test of input sets for the k-means classification of cloud regimes.

Input set 1 Input set 2 Input set 3 I

KtPrev60 KtPrev60 KtPrev60 K
KtPrev45 KtPrev45 KtPrev45 N
KtPrev30 KtPrev30 KtPrev30 N
KtPrev15 KtPrev15 KtPrev15 K

Nearby KtPrev15 Nearby KtPrev15 K
Nearby KtPrev15 Stdev Nearby KtPrev15 Stdev K

KtPrev15eKtPrev30
Kt slope (1-hr)
having the sum-of-squares dominated by the inputs with the
largest magnitudes.

We test five different input subsets to determine the best inputs
for the k-means algorithm, summarized in Table 2. The goal is to
provide the k-means algorithm with inputs that can physically
represent the current cloud cover characteristics. The first input set
tested only included the past four 15-min clearness index obser-
vations. The second input set tested additionally included spatial
clearness index information: the previous 15-min average and
standard deviation across the other seven sites. The third input set
included the previous inputs as well as both themost recent change
in clearness index (Kt_Prev15-Kt_Prev30, which is named Kt15 e

Kt30) and the slope of Kt over the past hour. In the fourth input set,
we used almost entirely derived variables. We still included the last
observation (Kt ¼ 15 min), but added to the derived variables from
the previous input set with the variability (standard deviation) of
the past four 15-min averages. In our final (fifth) input set, we
added the spatial cloud cover variability (standard deviation) and
the squared mean cloud cover as inputs.

We wish to find the best set of inputs and the value of k that
balances the accuracy of assigning each data set to a cluster without
over-fitting the number of clusters to the training data. We
inspected plots (not shown) of the sum-of-squares by the k-means
algorithm. From this analysis, the exact best value of k was unclear;
however, these plots indicated that somewhere between three and
seven was likely optimal. Therefore, the next step tested the pre-
dictive ability of the regime subsets to determine the optimal
number of cloud regimes. The results of the sensitivity studies
indicated that error decreased as the number of regimes increased
from three to seven. Therefore, we select seven as the number of
regimes (k) in the k-means regime classification.

We analyzed the regime classification and the corresponding
irradiance variability within each regime to examine the physical
representation of the regimes by the k-means algorithm; however,
the high dimensionality of the data provides only limited insight
into the physical relationships. Fig. 4 shows four plots for this
analysis. The top left subplot compares the regime classification
relationship between two inputs, Kt_Prev15 and Kt_Prev30 for k-
means on Input Set 1. This subplot shows distinct relationships in
the phase space of two of the inputs, Kt_Prev15 and Kt_Prev30,
with cases having similar values of these parameters being
assigned to the same regime. This plot also indicates that there is
greater spread in the predictor values within each regime for the
middle range of Kt values, i.e. the partly cloudy conditions, than
when it is either mostly clear (black) or mostly cloudy (purple). The
top right subplot compares the regime classification relationship in
the phase space of Kt_Prev15 and Kt Variability (standard deviation
for the previous hour) for k-means on Input Set 5 (the one selected).
The cluster relationship is less obvious in this phase space; how-
ever, the less interpretable regime classification patterns for higher
numbers of inputs can be largely attributed to the “curse of
dimensionality” [9]. This implies that as more predictors are added
nput set 4 Input set 5

tPrev15 KtPrev15
earby KtPrev15 Nearby KtPrev15
earby KtPrev15 Stdev Nearby KtPrev15 Stdev
tPrev15eKtPrev30 KtPrev15eKtPrev30
t slope (1-hr) Kt slope (1-hr)
t temporal variability (Stdev 1-hr) Kt temporal variability (Stdev 1-hr)

Cloud cover Stdev
Cloud cover squared



Fig. 4. Analysis of the regime classification (top subplots) for the Input Set 1 (left) and Input Set 5 (right). The analysis for Input Set 1 compares the regime classification for input
Kt_Prev15 and input Kt_Prev30. The analysis for Input Set 5 compares the regime classification for input Kt_Prev15 and the Kt_Temporal STDEV (standard deviation previous hour).
The bottom subplots are histograms of the Kt_Temporal STDEV for each regime with colors representing the different classification of regimes. These pdfs indicate the difference
among the variability across the regimes. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Sensitivity study of the Regime-Dependent ANNs averaged over all regimes for
the 60-min forecast lead time. The regime-dependent ANN on Input Set 5 has the
lowest MAE of all input sets tested.
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to the k-means algorithm, the mapping of clusters in a higher
dimensional space results in a loss of interpretability when they are
projected onto a two dimensional plane. The bottom left subplot is
the 1-hr temporal variability (standard deviation) of the clearness
index for each regime as classified by k-means on Input Set 1. The
bottom right subplot is the 1-hr temporal variability (standard
deviation) of the clearness index for each regime as classified by k-
means on Input Set 5. The bottom two subplots highlight an
important feature of the k-means regime classification: each
regime has a different irradiance variability distribution as is
obvious from the varying probability density functions visible in
the histograms. This assures us that the k-means algorithm clas-
sifies regimes with different underlying irradiance variability dis-
tributions because these differing distributions are expected for the
various cloud types.

The optimal input subset among those studied for the k-means
algorithm was determined to be Input Set 5 based on a sensitivity
study evaluated by the MAE for the regime-dependent ANNs
 averaged over all regimes for the 60-min forecast lead-time (Fig. 5).
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Wedetermine the best input subset as the onewith the lowestMAE
on the sensitivity test set because wewish to classify cloud regimes
that allow the ANNs to model the true relationships among the
predictors for each regime.

The results indicate that Input Set 5 has lower error than the
other input sets. This is a physically plausible result because Input
Set 5 includes the most inputs derived to describe the current cloud
pattern. Therefore, the regime identification via k-means is trained
and tested with Input Set 5 and seven regimes.
6. Results

6.1. Average results

To analyze the performance of the ANNs trained separately on
each of the regimes, the Mean Absolute Error (MAE) for the (in-
dependent) testing datasets is computed. The MAE of the ANN
prediction for each regime is compared to the MAE for forecasts
given by clearness index persistence as well as the MAE given by
the ANN trained on all data without regime identification. The MAE
is calculated as,

MAE ¼ 1
n

Xn

i¼1
ðobsðiÞ � predðiÞ ;jj (2)

where n is the number of instances in the testing data.
The overall results for the clearness index persistence, ANN, and

the regime-dependent ANNs show the clearness index persistence
method has the lowest error for the 15-min forecast lead time, but
the regime-dependent ANN method is best for 60-min, 120-min,
and 180-min forecast lead times (Fig. 6). These results highlight the
benefit of the regime classification because the regime-dependent
ANNmethod has lower forecast error than the ANNwithout regime
classification at all forecast lead times. It is also important to note
that the forecast accuracy improvement over the clearness index
persistence increases as the forecast lead-time increases, which is
expected since cloud growth and dissipation will lead to larger
errors in the clearness index persistence method as lead time in-
creases and also demonstrates the ability of the ANN to predict
some of the cloud growth and dissipation.
Fig. 6. Comparison of errors for clearness index persistence, ANN, and regime-
dependent ANN method at 15-min, 60-min, 120-min and 180-min forecast lead-
times. The clearness index persistence is best at 15-min, otherwise the regime-
dependent ANN method performs best.
6.2. Regime-dependent results

The percent improvement of the regime-dependent ANN MAE
compared to that for the clearness index persistence forecast varies
from regime to regime and lead-time to lead-time. This emphasizes
that the regime classification allows the ANNs to model the true
relationships among the predictors in each regime, which in some
regimes produces more forecast error improvement than other
regimes due to the complexity of the relationships among the
predictors in each subset. The ANN trained without regime classi-
fication is also compared to clearness index persistence. For the 15-
min lead-time (Fig. 7), neither the ANN nor the regime-dependent
ANN is more skillful than clearness index persistence except on the
most variable cloud regime (6). In addition to theMAE, we compute
the standard deviation of the absolute error to quantify the vari-
ability of the forecast error for each regime. This metric is computed
as,

sAE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

n¼1

���obsðnÞ � predðnÞ���MAEj
�2r
; (3)

where N is the number of cases in the jth regime. The clearness
index persistence MAE for each regime is shown in the second
column of Table 3 and the clearness index persistence standard
deviation of the absolute error is shown in the third column of
Table 3. For regime 6, the MAE of the clearness index persistence is
0.12 and the standard deviation of the absolute error for the
clearness index persistence forecast is 0.11. This variability is nearly
four times greater than that for Regime 4, for which the standard
deviation of the absolute error is 0.03 while the MAE is 0.01.

Such forecast improvements during the most variable regime,
i.e. partly cloudy conditions, can aid utility companies and ISOs in
planning their units to dispatch. For the forecast lead-times of 60-
min (Fig. 8), the regime-dependent ANN reduces MAE compared to
that of clearness index persistence in six of the seven regimes. Only
for Regime 6 does the ANN trained on all data out-perform the ANN
trained on data for the specific regime. For the 120-min forecast
lead-time (Fig. 9), the regime-dependent ANN has highest percent
improvement in MAE over clearness index persistence in five of the
seven regimes. At the 180-min (Fig. 10) forecast lead-time, the
regime-dependent ANN is always best. When averaged over all
seven regimes, the regime-dependent ANN method reduces the
MAE from that of the clearness index persistence forecast by 5.9%,
21.1%, and 29.3% for the 60-min, 120-min, and 180-min forecast
lead-times, respectively.
Fig. 7. Percent improvement of the MAE for the ANN and the regime-dependent ANN
compared to the clearness index persistence for all seven regimes at the 15-min
forecast lead-time.



Table 3
Comparison of the clearness index persistence MAE for each regime to the standard
deviation of the absolute error for each regime. The MAEs for each regime are
correlated with the variability of the errors, as expected.

Kt persistence MAE Standard deviation of Kt persistence MAE

Regime 1 0.10 0.10
Regime 2 0.05 0.05
Regime 3 0.06 0.07
Regime 4 0.01 0.03
Regime 5 0.04 0.07
Regime 6 0.12 0.11
Regime 7 0.06 0.07

Fig. 8. Percent improvement of the MAE for the ANN and the regime-dependent ANN
compared to the clearness index persistence for all seven regimes at the 60-min
forecast lead-time.

Fig. 9. Percent improvement of the MAE for the ANN and the regime-dependent ANN
compared to the clearness index persistence for all seven regimes at the 120-min
forecast lead-time.

Fig. 10. Percent improvement of the MAE for the ANN and the regime-dependent ANN
compared to the clearness index persistence for all seven regimes at the 180-min
forecast lead-time.

Fig. 11. Comparison of the forecast MAE (blue columns) and the standard deviation of
the Absolute Error (red columns) for the regime-dependent ANNs. The regimes with
the largest errors correlate with the regimes with the largest standard deviation of the
forecast error. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 12. Comparison of the forecast MAE and the standard deviation of the Absolute
Error for the regime-dependent ANN predictions at all forecast lead times. The regimes
with the largest errors correlate with the regimes with the largest standard deviation
of the forecast error.
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Regimes that are more difficult to predict (i.e. those with vari-
able cloudiness) are expected to have larger forecast uncertainty,
which we quantify with the standard deviation of the absolute
error. To assess this, the MAE and the standard deviation of the
absolute error for the regime-dependent ANNs at the 180-min
lead-time are shown in Fig. 11. The plot for the seven regimes
demonstrates that different regimes have different average forecast
errors and different forecast error variability. The comparison be-
tween MAE and standard deviation of the absolute error for all
forecast lead times is plotted in Fig. 12. These results show a direct
relationship between the magnitude of the forecast error and the
variability of the forecast error for all forecast lead times.
Specifically, the regimes that are more difficult to predict, as
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identified by the larger MAEs, also exhibit larger error variability.
Therefore, by identifying regimes before applying the ANNs, not
only do we increase forecast skill for lead-times of 60-min or more,
but also provide a refined estimate of the expected forecast
variability.

7. Conclusions and future work

This work has integrated our physical knowledge of the atmo-
sphere with artificial intelligence techniques to demonstrate that
solar irradiance forecasts can be improved by recognizing that
regime-dependent forecasting improves prediction. We have
tested a regime-dependent solar irradiance short-range forecasting
system in comparison to a baseline clearness index persistence and
a global ANN. The system uses k-means clustering to classify cloud
regimes between which the relationship among inputs and solar
irradiance is expected to vary. An ANN is then developed for each
regime. The results for regime-dependent 15-min average clear-
ness index forecasts, the shortest time frame, show that clearness
index persistence forecast nonetheless is more skillful than the new
system, with the exception of the regime that has the most vari-
ability. For longer lead times (60-min, 120-min, and 180-min),
however, the regime-dependent ANNs yield substantial improve-
ment over clearness index persistence. The regime-dependent
ANNs also have, on average, lower forecast errors than an ANN
trained without regime identification.

In addition to the improvement in forecast accuracy at lead-
times of 60-min, 120-min, and 180-min, the regime classification
provides value in identifying regimes with greater forecast error
variability and thus higher forecast uncertainty. Knowing the
forecast error uncertainty aids utility companies in effectively and
efficiently managing the power grid.

This paper reports on data from one region, the Sacramento
Valley in California. We plan to test these methods for more loca-
tions that exhibit different weather regimes, and therefore,
different frequencies of cloud types. We also plan to test how sat-
ellite data may impact the identification of regimes and the skill of
the regime-dependent ANN model.
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