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conformation and reactivity of the epoxy alcohols $(5,15$, and 17). Nevertheless, as shown in Fig. 4 (20), activation of the nucleophile ( OH group) and electrophile (epoxide) may be achieved by two water molecules (red and blue $\mathrm{H}_{2} \mathrm{O}$, respectively) in a cooperative network of hydrogen bonds that would account for not only the enhanced regioselectivity in water (relative to other solvents), but also the marginal effects of temperature on selectivity. Another possibility (21) is analogous to the dual-H-bond mode of activation (red $\mathrm{H}_{2} \mathrm{O}$ ) in epoxide hydrolases, but because activation of the electrophile is disconnected from that of the nucleophile, this model less easily explains the selectivity.

More complex hybrids that unite the attributes of these two models can also be posited, but at this stage we favor $\mathbf{2 0}$ for several reasons. Its relative simplicity (i.e., lower molecularity) constitutes a more easily testable structural hypothesis, and the results observed with methanol and ethylene glycol are also adequately explained, in the forms of 22 and 23, respectively. Furthermore, as illustrated in 23, ethylene glycol represents an attractive starting point for the development of small molecules that activate the nucleophile and electrophile in such a way as to effect cyclizations and cascades of even higher selectivity and efficiency. In the meantime, templated, water-promoted, THP-selective epoxideopening cascades provide a straightforward means for efficient and rapid assembly of ladder polyethers, enabling investigations directed toward understanding the mode of action of these extraordinary natural products.
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## Alfvén Waves in the Solar Corona


#### Abstract

S. Tomczyk, ${ }^{1 *}$ S. W. McIntosh, ${ }^{1,2}$ S. L. Keil, ${ }^{3}$ P. G. Judge, ${ }^{1}$ T. Schad, ${ }^{4}$ D. H. Seeley, ${ }^{5}$ J. Edmondson ${ }^{6}$

Alfvén waves, transverse incompressible magnetic oscillations, have been proposed as a possible mechanism to heat the Sun's corona to millions of degrees by transporting convective energy from the photosphere into the diffuse corona. We report the detection of Alfvén waves in intensity, line-of-sight velocity, and linear polarization images of the solar corona taken using the FeXIII 1074.7-nanometer coronal emission line with the Coronal Multi-Channel Polarimeter (CoMP) instrument at the National Solar Observatory, New Mexico. Ubiquitous upward propagating waves were seen, with phase speeds of 1 to 4 megameters per second and trajectories consistent with the direction of the magnetic field inferred from the linear polarization measurements. An estimate of the energy carried by the waves that we spatially resolved indicates that they are too weak to heat the solar corona; however, unresolved Alfvén waves may carry sufficient energy.


Alfvén (1) first postulated the existence of oscillations of magnetized plasma in 1942. Of the three possible magnetohydrodynamic (MHD) wave modes, the slow and fast magnetoacoustic (MA) modes are
compressible and susceptible to damping. The third so-called Alfvén mode is an incompressible transverse oscillation that propagates along field lines with magnetic tension as the restoring force. Following Alfvén's initial work, researchers soon
realized that Alfvén waves could transport energy from the turbulent solar photosphere into the solar corona $(2,3)$ and might explain one of the most important puzzles in solar physics: Why does the temperature of the solar atmosphere rise from 5000 to 2 million degrees Kelvin from the photosphere outward to the corona?

Over the past decade, the variety of wave phenomena observed in the solar corona has increased enormously. Transverse displacement

[^0]oscillations associated with fast MA kink waves have been observed with the Transition Region and Coronal Explorer satellite (4, 5). Intensity fluctuations associated with propagating slowmode MA waves have been observed, with periods between 10 and 15 min in polar plumes with the Extreme Ultraviolet Imaging Telescope (EIT) on the Solar and Heliospheric Observatory (SOHO) (6) and in coronal loops with periods near 5 min in the extreme ultraviolet $(7,8)$ and at visible wavelengths (9). High-frequency intensity oscillations have been seen during eclipses (10, 11). Also, observations of coronal velocity fluctuations $(12,13)$ have revealed waves with periods near 5 min .

Alfvén waves have been detected through in situ measurements of the solar wind for several decades (14); however, their definitive observation in coronal plasma is lacking for two reasons. First, Alfvén waves are incompressible, so they are not visible as intensity fluctuations; the intensity imagers used for most coronal observations will not see them. Second, velocity fluctuations inferred from Doppler shifts of emission lines require spectrograph or narrow-band filtergraph measurements; most coronal work has been
performed with spectrographs that cannot observe over a large enough field of view in a time that is sufficiently short compared to the wave periods.

Here, we present results from the Coronal Multi-Channel Polarimeter (CoMP), a combination tunable filter and polarimeter that can measure properties of infrared coronal emission lines across a large field of view with short integration times [Supporting Online Material (SOM) text]. The CoMP instrument observes the complete polarization state of light through a $0.13-\mathrm{nm}$ filter bandpass that is tuned to three wavelengths across the FeXIII coronal emission line at 1074.7 nm . The measured polarization state is parameterized by a Stokes vector $[I, Q, U$, $V$ ], where $I$ is the intensity, $Q$ and $U$ describe net linear polarization states, and $V$ describes the net circular polarization. Observations consisting of images of the corona between 1.05 and $\sim 1.35$ solar radii $\left(R_{\text {sun }}\right)$ in the four Stokes parameters at the wavelengths $1074.52,1074.65$, and 1074.78 nm were obtained every 29 s on 30 October 2005 between 14.261 and 23.562 hours UT, with a spatial sampling of 4.5 arc sec per pixel.

After detector calibrations (SOM text), we determined the motion of the images during the
day with a cross-correlation technique and translated the images to a common center. Lastly, the images were interpolated in time onto a grid with a constant spacing of 29 s . We selected a subarray of the data on the east limb for further analysis. This region included active region loops and a coronal cavity (Fig. 1A).

For each point in the selected subarray and each image in the time series, the central intensity of the line, the central wavelength, and the line width were obtained from a Gaussian fit to the intensity (Stokes $I$ ) at the three wavelengths. The line-of-sight (LOS) velocity was determined from the Doppler shift of the central wavelength from the rest wavelength of the emission line. Also, the degree of linear polarization, $p$, and the direction of the magnetic field (azimuth) in the plane of the sky (POS), $\phi$, were obtained from Stokes $I, Q$, and $U$ using only the central ( $1074.65-\mathrm{nm}$ ) bandpass from the relations

$$
\begin{equation*}
p=\left(Q^{2}+U^{2}\right)^{1 / 2} / I \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\phi=1 / 2 \tan ^{-1}(U / Q) \tag{2}
\end{equation*}
$$

Fig. 1. From left to right, top to bottom, the CoMP observations of time-averaged intensity (A), Doppler velocity (B), line width (C), $3.5-\mathrm{mHz}$ filtered Doppler velocity snapshot (E), and POS azimuth (F). In addition, we show the SOHO/EIT 19.5-nm image averaged over the same time (D). DN, data number (the unit of brightness). (B) and ( E ) include the location $(\mathrm{X})$ and surrounding square region used in the example of the travel-time analysis. Dotdashed lines representing distances of 5 and $25 \%$ of $R_{\text {sun }}$ (above the limb) that are used as limits to our analysis are indicated.

where $\phi$ has the well-known ambiguity of $90^{\circ}$ (15), which does not affect the conclusions of the following analysis.

A movie of the velocity images (movies S2 and S4) reveals ubiquitous quasi-periodic fluctuations with root means square amplitude of about $0.3 \mathrm{~km} \mathrm{~s}^{-1}$. The time series of intensity images does not reveal appreciable variation with fractional fluctuations, $\Delta I / I<3 \times 10^{-3}$. A Fourier analysis (Fig. 2) of the region of bright active region loops shows a significant, broad peak in the power spectrum of velocity fluctuations centered at $\sim 3.5 \mathrm{mHz}$ ( $5-\mathrm{min}$ period) with a width of about 1 mHz . Such a peak is absent in the power spectrum of intensity fluctuations or line width. The background spectrum at low frequencies rises as $1 /$ frequency $^{2}$ due presumably to instrumental noise and coronal evolution. We find that the observed spectrum of velocity power is remarkably similar to the power spectrum of photospheric 5-min oscillations, and we note that the frequency distribution of velocity power is nearly identical for both the coronal cavity and the active loop regions.

We adapted a phase travel-time analysis (16-18) to characterize the propagation characteristics of the wave modes observed in the CoMP velocity time series. The data were

Fourier filtered in time with a Gaussian filter with a central frequency of 3.5 mHz and a width ( $1 / \mathrm{e}$ folding) of 0.4 mHz . We then formed the cross-correlation map of the filtered time series at a reference pixel with nearby pixels sufficient in number to capture all areas of high correlation. The cross-correlation function with neighboring pixels is a Gabor wavelet that yields information about the group and phase travel times of the fluctuation (17). We see (Fig. 3A) that the observed oscillations can have very long correlation lengths (the length of the oblong contour of high cross-correlation) and detectable widths. The "island" of high cross-correlation (CC > 0.5 ) also has a distinct direction that follows the apparent trajectory of the propagating wave, as seen in movies S2 and S4.

By using the island of high cross-correlation as a mask, we computed the correlation length, the correlation width, the phase speed of the propagation, and the propagation angle relative to solar north-south. We used the cross-correlation weighted least-squares fit to the points inside the island to estimate the propagation angle and its associated error. In addition, by isolating the phase travel times in the island and computing the distance of each pixel to the reference pixel, we estimated the phase speed (and standard error)

Fig. 2. Fourier power spectrum of the CoMP Doppler velocity (blue), intensity (green), and line width (red). Notice the significant, broad peak in the Doppler power spectrum centered on 3.5 mHz . We also show the (scaled) Gaussian filter applied in the analysis (dot-dashed black line) and the average power spectrum of intermediate degree photospheric oscillations (solid black line).

of the wave from the least-squares fit of the distance and phase travel time. In the example shown in Fig. 3, we computed a correlation length of 45 Mm , a width of 9 Mm , a propagation trajectory of $46.2^{\circ}\left( \pm 4.0^{\circ}\right)$, and a phase speed of $1.31( \pm 0.24) \mathrm{Mm} \mathrm{s}^{-1}$ at the reference pixel. Note that the measured phase speeds are POS projections and are therefore lower limits. This travel-time analysis was repeated, successively substituting all pixels between 1.05 and $1.25 R_{\text {sun }}$ (dot-dashed lines in Fig. 1) as the reference pixel, to extract the wave properties at each point (Fig. 4 and table S1).

The CoMP instrument can infer the POS azimuth of the coronal magnetic field through the linear polarization measurements and Eq. 2 (Fig. $1 \mathrm{~F})$. This angle is compared with the angle of wave propagation inferred from the travel-time analysis (Fig. 4B) in Fig. 4F. Despite the fact that LOS integrations may influence the two angles differently, the high degree of correlation in this plot demonstrates that the waves propagate along field lines.

We believe that the waves we observe are Alfvén waves, for the following three reasons. The observed phase speeds ( $\sim 2 \mathrm{Mm} \mathrm{s}^{-1}$ ) are much larger than the sound speed $\left(\sim 0.2 \mathrm{Mm} \mathrm{s}^{-1}\right)$, and therefore the waves are not slow MA mode waves. The spatiotemporal properties of the velocity oscillations and the linear polarization measurements show that these waves propagate along field lines, which would not be the case for fast MA mode waves. In addition, the associated intensity fluctuations are very small. A source of waves distributed across the solar surface would not produce the coherent spatial structures aligned with the magnetic field, which are present in the velocity data.

The presence of a $5-\mathrm{min}$ signature is not surprising because fluctuations in the corona with periods near 5 min have been widely observed, as discussed above. There is a growing consensus that photospheric 5 -min acoustic oscillation modes ( p modes) escape into higher layers via interactions with surface magnetic fields. In the

Fig. 3. Travel-time analysis of CoMP Doppler velocity measurements for the reference pixel (marked by the x) over the boxed region shown in Fig. 1. (A) The map of cross-correlation coefficients with a contour of 0.5 , which is used to define the region used to determine the properties of the waves. (B) The map of computed phase travel times in the same region (the surrounding pixels are zeroed for clarity). (C) The relationship
 of phase travel time against the distance to the reference pixel; the phase speed of the wave in this region is estimated from a least-squares linear fit.
quiet Sun, these are rooted within the vertices and lanes defining the supergranular network. The internetwork nonmagnetic chromosphere tends to oscillate near 5 to 7 mHz in response to convective driving. In the network itself, the period shifts closer to 3 mHz (19). We observed (Fig. 2) that the CoMP velocity power spectrum peaks near 3.5 mHz , but relatively little of the $5-\mathrm{mHz}$ power that dominates the internetwork chromosphere was evident. Perhaps the waves observed with CoMP originate from within the chromospheric network that forms the footpoints of the observed coronal loops. Recent work demonstrated that p modes with frequencies below the nominal acoustic cutoff frequency can leak into the upper chromosphere along magnetic field lines that are inclined to the gravitational field, effectively reducing the cutoff frequency (20-24). The bulk of the $5-\mathrm{mHz}$ power does not penetrate the chromospheric canopy as compressive oscillation modes ( $17,25,26$ ), and so these frequencies may not have a strong signature in the corona. The waves we observed were only those that could "tunnel" through the complex chromosphere-transition region along the magnetic field lines and then be converted near the $\beta=$ 1 surface, where the plasma force balance transitions from gas dominated to magnetic field dominated to Alfvén modes. Unfortunately, the
conversion mechanism is not understood or easily modeled, given the complex structure of the interface between the chromosphere and corona.

We observe a dominance of upward over downward wave propagation. Of all of the pixels with acceptable errors, only $\sim 1 \%$ had a negative phase speed indicative of downward propagation. This suggests that the waves are converted or their energy is dissipated before they reach the opposite footpoint. Given the large curvature of the field lines over a typical wavelength, we would expect that conversion of Alfvén to MA modes would be efficient (27).

To evaluate the ability of these waves to heat the corona, we estimated the energy flux as

$$
\begin{equation*}
F_{\mathrm{W}}=\rho\left\langle v^{2}\right\rangle c_{\mathrm{A}} \tag{3}
\end{equation*}
$$

where $\rho$ is the density, $v$ is the velocity amplitude, and $c_{\mathrm{A}}$ is the Alfvén speed. Assuming a typical value of the electron density of $10^{8} \mathrm{~cm}^{-3}$, we estimate $\rho \sim 2 \times 10^{-16} \mathrm{~g} \mathrm{~cm}^{-3}$. The flux of energy propagating in the observed waves is then

$$
\begin{equation*}
F_{\mathrm{W}} \sim 10 \mathrm{erg} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\left(0.01 \mathrm{~W} \mathrm{~m}^{-2}\right) \tag{4}
\end{equation*}
$$

Because we only observed the LOS velocity, this estimate can be multiplied by a factor of 2 . Even
so, the flux is 4 orders of magnitude too small to balance the radiative losses even of the quiet solar corona, $\sim 100 \mathrm{~W} \mathrm{~m}^{-2}$ (28). The amplitude of the Alfvén waves that we observed may be significantly attenuated by averaging over many unresolved waves within our spatial resolution element and along the coronal LOS. The nonthermal component of coronal emission line widths is typically $\sim 30 \mathrm{~km} \mathrm{~s}^{-1}$ and temporally invariant, which, if due to unresolved Alfvén waves, could provide a steady energy flux sufficient to heat the corona.

These waves are ubiquitous in space and time. This makes them ideal candidates for "coronal seismology" $(29,30)$, wherein the Alfvén speed (wave phase speed) can be used to measure the strength of coronal magnetic fields through the relation:

$$
\begin{equation*}
c_{\mathrm{A}}=B / \sqrt{4 \pi \rho} \tag{5}
\end{equation*}
$$

where $B$ is the magnetic field strength and $\rho$ is the plasma density. The phase speeds obtained in this study are a projection onto the POS, that is, the speed multiplied by $\sin (i)$, where $i$ is the angle between the LOS and the direction of wave propagation. Then, given an estimate of the density, the measured phase speeds provide an

Fig. 4. The results of the CoMP travel-time analysis in the 1.05 to 1.25 $R_{\text {sun }}$ range superimposed on the SOHO/EIT image from Fig. 1D. (A to E) The inferred wave travel time, propagation angle, phase speed, correlation length, and correlation width, respectively. Only points where the error in the phase speed from the regression analysis is less than $0.5 \mathrm{Mm} \mathrm{s}^{-1}$ and the error in the propagation angle is less than $10^{\circ}$ are plotted. (F) The comparison of the inferred wave propagation angle and the measured magnetic field azimuth (Fig. 1F).

estimate of the POS component of the magnetic field. Assuming a typical electron density of $10^{8} \mathrm{~cm}^{-3}$, our measured phase speeds between 1.5 and $5 \mathrm{Mm} \mathrm{s}^{-1}$ correspond to projected magnetic field strengths between 8 and 26 G . We note that circular polarization measurements of coronal emission lines can provide an estimate of the LOS component of the magnetic field. Notably, seismology and polarimetry provide complementary projections of the coronal magnetic field, which can be combined to provide an estimate of both the strength and the inclination of the magnetic field. In future work, it will be possible to estimate the plasma density with CoMP observations through the intensity ratio of the FeXIII lines at 1074.7 and 1079.8 nm (31).

We have analyzed observations from the CoMP instrument that show an overwhelming flux of upward-propagating low-frequency waves throughout the solar corona. These waves propagate at speeds typical of Alfvén waves, and their direction of propagation mirrors the measured magnetic field direction. The waves we resolved do not have enough energy to heat the solar corona. We conclude that these ubiquitous waves are indeed Alfvénic and offer the real possibility of probing the plasma environment of the solar
corona with a high degree of accuracy through coronal seismology.
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#### Abstract

At interfaces between complex oxides, electronic systems with unusual electronic properties can be generated. We report on superconductivity in the electron gas formed at the interface between two insulating dielectric perovskite oxides, $\mathrm{LaAlO}_{3}$ and $\mathrm{SrTiO}_{3}$. The behavior of the electron gas is that of a two-dimensional superconductor, confined to a thin sheet at the interface. The superconducting transition temperature of $\cong 200$ millikelvin provides a strict upper limit to the thickness of the superconducting layer of $\cong 10$ nanometers.


In pioneering work, it was demonstrated that a highly mobile electron system can be induced at the interface between $\mathrm{LaAlO}_{3}$ and $\mathrm{SrTiO}_{3}$ (1). The discovery of this electron gas at the interface between two insulators has generated an impressive amount of experimental and theoretical work (2-8), in part because the complex ionic structure and particular interactions found at such an interface are expected to promote novel

[^1]electronic phases that are not always stable as bulk phases (9-11). This result also generated an intense debate on the origin of the conducting layer, which could either be "extrinsic" and due to oxygen vacancies in the $\mathrm{SrTiO}_{3}$ crystal or "intrinsic" and related to the polar nature of the $\mathrm{LaAlO}_{3}$ structure. In the polar scenario, a potential develops as the $\mathrm{LaAlO}_{3}$ layer thickness increases that may lead to an "electronic reconstruction" above some critical thickness (5). Another key issue concerns the ground state of such a system; at low temperatures, a chargeordered interface with ferromagnetic spin alignment was predicted (4). Experimental evidence in favor of a ferromagnetic ground state was recently found (6). Yet, rather than ordering magnetically, the electron system may also condense into a superconducting state. It was proposed that in field effect transistor config-
urations, a superconducting, two-dimensional (2D) electron gas might be generated at the $\mathrm{SrTiO}_{3}$ surface (12). It was also pointed out that the polarization of the $\mathrm{SrTiO}_{3}$ layers may cause the electrons on $\mathrm{SrTiO}_{3}$ surfaces to pair and form at high temperatures a superconducting condensate (13, 14). In this report, we explore the ground state of the $\mathrm{LaAlO}_{3} / \mathrm{SrTiO}_{3}$ interface and clarify whether it orders when the temperature approaches absolute zero. Our experiments provide evidence that the investigated electron gases condense into a superconducting phase. The characteristics of the transition are consistent with those of a 2D electron system undergoing a Berezinskii-Kosterlitz-Thouless (BKT) transition (15-17). In the oxygen vacancy scenario the observation of superconductivity provides a strict upper limit to the thickness of the superconducting sheet at the $\mathrm{LaAlO}_{3} / \mathrm{SrTiO}_{3}$ interface.

The samples were prepared by depositing $\mathrm{LaAlO}_{3}$ layers with thicknesses of 2, 8, and 15 unit cells (uc) on $\mathrm{TiO}_{2}$-terminated ( 001 ) surfaces of $\mathrm{SrTiO}_{3}$ single crystals $(5,18)$. The films were grown by pulsed laser deposition at $770^{\circ} \mathrm{C}$ and $6 \times 10^{-5} \mathrm{mbar}_{2}$, then cooled to room temperature in 400 mbar of $\mathrm{O}_{2}$, with a 1-hour oxidation step at $600^{\circ} \mathrm{C}$. The fact that only heterostructures with a $\mathrm{LaAlO}_{3}$ thickness greater than three uc conduct (5) was used to pattern the samples (19). Without exposing the $\mathrm{LaAlO}_{3} / \mathrm{SrTiO}_{3}$ interface to the environment, bridges with widths of $100 \mu \mathrm{~m}$ and lengths of $300 \mu \mathrm{~m}$ and $700 \mu \mathrm{~m}$ were structured for four-point measurements, as well as two-uc-thick $\mathrm{LaAlO}_{3}$ layers for reference (18).
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