Ops 1/18

Not much to report, | mostly took the day off!

Data looked OK this morning except that we had the same problem with netcdfs not being generated on barolo. Restarting dsm_server and statsproc once
again fixed that issue. PC and SP both went off the net during the day but came back after the 4hr timeout in the dsm_watch_network script, so it must
have been a modem problem. SP once again didn't have nidas running after it rebooted, see jira: https://jira.ucar.edu/browse/ISFS-533

Rebooted cc and dcsr to bring back HRXLs this evening. Now all HRXLs are reporting but we'll see how long that lasts.

Potential of an IOP tomorrow but conditions are uncertain so they are delaying making the call until tomorrow. Not ideal for us since it's not a lot of notice,
but in this case all thermocouples are still working and there are no other sensor issues, so we don't have much to do to prepare.
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